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Introduction
[bookmark: _Hlk101176897]AI/ML for CSI feedback enhancement is one of the use cases in this study item. CSI feedback overhead reduction is an important sub use case. To evaluate the gain of using the AI/ML-based methods over the traditional ones, simulations are performed for two scenarios of collaboration levels that may be of common interest in our opinions. In this contribution, we present the evaluation results, and our proposals on KPI selection.
Evaluation Methodology
2.1 Models
In order to reduce the CSI feedback overhead, two AI/ML schemes have been discussed by companies, which correspond to two collaboration levels, as discussed in our companion contribution [1]. 

The first model belongs to collaboration level 2 defined in [1], which is described in Figure 1. An AI encoder is applied at the UE side for CSI compression, and the AI decoder is used at the BS side for decompression. The baseline for reference is based on Rel-16 e-type II codebook method.

Figure 1: AI/ML-based model 1: AI encoder and AI decoder.
The second AI/ML belongs to collaboration level 1 defined in [1], which is described in Figure 2. In this model, the UE is configured with a portion of the sub-bands for CSI feedback. An example of selecting every second sub-band is also shown in Figure 2. At the BS side, AI/ML is used to recover the CSI for the whole band. In this scheme, UE is assumed to report the channel delay spread as the AI-aid signal to gNB, who configures the down-sampled sub-bands to UE accordingly.

Figure 2: AI/ML-based model 2: AI-codebook-based method. A portion of  of the sub-bands are selected to be feedbacked to the BS, which are colored gray.
2.2 Datasets
To evaluate the performance enhancement of the two AI/ML-based overhead reduction schemes, datasets for AI training and inference should be generated based on the methodology of 3GPP TR 38.901 [2]. 

The dataset generation for AI training is essential to achieve model robustness. For this purpose, one option is to adopt a brute force method, which is to include all of the available channel models in 3GPP TR 38.901 [2]. This ensures that a wide range of Doppler shifts and delay spreads are learned by the AI/ML network. However, it may not be an efficient way for implementation, as the training dataset is often large. Another option is to generate the dataset using the channels characterizing rich multi-path properties. For examples, the link-level CDL-C channel and the system-level UMa are good candidates for this purpose. For AI/ML testing, it is preferable to test the robustness of the trained AI/ML model by applying it to various channels. As a result, the dataset for testing may be generated from various channel models.

Since the model training is an implementation problem, the results obtained may vary among different companies. Therefore, calibration is important. Common simulation assumptions and parameters should be discussed and agreed for calibration purposes.

In this simulation, the link-level CDL-A and CDL-C channels with various Doppler shifts and delay spreads are used to generate the training and testing dataset.
2.3 KPIs
Cosine similarity is an important metric of measuring how similar two vectors are, in the sense of the directions they point to. It is defined as follows

where  denotes the inner product of the vectors  and . It is one of the KPIs for the evaluation purpose in this use case.
Proposal-1: Cosine similarity and spectral efficiency are used as two KPIs for this use case.
The baseline vector in the cosine similarity formula should be carefully chosen. One option is to use the vectors from the ideal noiseless channel matrix. The other is to use the noisy ones. Our view is that the ideal vectors should be used. The reason is that noise reduction is anticipated as one of the benefits of the AI/ML-based approach. As a result, we have the following proposal.
Proposal-2: The vectors from the ideal channel matrix should be used in the calculation of the cosine similarity.
Evaluation Results
We perform link-level simulations for the following two scenarios of this use case. In particular, CDL channels are studied. We denote CDL-C-- as a CDL-C channel with delay spread  and Doppler shift  in this contribution.
The simulation parameters are summarized in the following table.
	Parameter
	Value

	Antenna Configuration ()
	

	BS Antenna Element Number (
	32

	UE Antenna Element Number ()
	2

	RB Number
	24

	Sub-Carrier Spacing
	30 KHz

	SNR
	5 dB

	Channel Models for Training in AI/ML Scheme 1
	CDL-A-30-10/CDL-A-300-10/   CLD-C-30-10/CDL-C-300-10/
CDL-C-200-10/CDL-A-10-100

	Channel Models for Training in AI/ML Scheme 2
	CDL-A-30-10/CDL-A-300-10/    CLD-C-30-10

	NF
	30000 each channel for training, 2000 each channel for testing.

	Sub-Band Number
	12


The simulation results for the first scheme (collaboration level 2) are shown in Figure 3. The traditional approach corresponds to the CSI feedback using the e-type II codebook.
Observation 1:
· Compared to the Rel-16 codebook-based method, 20% gain in cosine similarity can be achieved by the AI/ML scheme 1, in which only 22% of the CSI feedback overhead is required.
We analyze the computational complexity of the first scheme. A relatively simple 6-layer neural network is chosen at the UE side. At the gNB side, a 17-layer neural network is used, which is more computation consuming than that at the UE side. The encoder and decoder share a codebook, which is a set of  vectors, where 32 is the number of vectors, and 16 is the length of the vector. The computational complexity is 72.05M FLOPs.


The simulation results for the second scheme are presented in Figure 4. We study the case when the rank of the channel matrix is two, and use type II codebook as the baseline approach. 
Observation 2:
· In the AI/ML scheme 2, 50% overhead reduction can be achieved compared to the type-II codebook-based method. The performance gain is 7% in terms of cosine similarity.
We analyze the complexity of the second scheme. There is a 74-layer neural network located at the gNB side. At the UE side, however, there is no neural network, so no additional computation capability is assumed for UEs. The computational complexity of the neural network we use is 526.73M FLOPs. Compared to the first model, in which the encoder and decoder are pairs, there is no such information needed to be transmitted by UEs.


Conclusions
Observation 1: Compared to the Rel-16 codebook-based method, 20% gain in cosine similarity can be achieved by the AI/ML scheme 1, in which only 22% of the CSI feedback overhead is required.
Observation 2: In the AI/ML scheme 2, 50% overhead reduction can be achieved compared to the type-II codebook-based method. The performance gain is 7% in terms of cosine similarity.

Proposal-1: Cosine similarity and spectral efficiency are used as two KPIs for this use case.
Proposal-2: The vectors from the ideal channel matrix should be used in the calculation of the cosine similarity. 
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Figure 3: AI/ML-based CSI feedback enhancement.
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Figure 4: AI/ML-codebook-based CSI feedback enhancement.
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