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1 Background

  In RAN Plenary #94, 3GPP has agreed to study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface, including following objectives:

Based on the objective, it is necessary to discuss framework of AI/ML application. In this paper, we discuss necessity of UE capability about AI/ML.

In [1], there was a discussion about UE categorization in terms of AI/ML processing capability at UE side. It is mentioned that the use cases can be categorized from system impact perspective:

· Cat1: AI/ML related training and inference are all conducted at one side of network or UE and is transparent to the other side
· Cat2: AI/ML related training and inference are conducted at one side of network or UE, but requires additional signaling or procedure enhancements between two sides, potentially with existing signaling framework.
· Additional information is not directly related to training and inference, e.g., capability, new patterns etc.;
· Training or inference is done by implementation and not explicitly seen in the specification
· Cat3: AI/ML related inference is conducted at one side of network or UE, with assistance information exchanged between two sides
· Cat4: AI/ML related inference are conducted together at both sides of network and UE training maybe conducted at one side or both information related to inference need to be exchanged between both sides
This paper intends to further clarify appropriate categorization of AI/ML capability at UE side as a starting point of the future discussion.

2 Discussion on categorization of AI/ML application
 In SA WGs, AI/ML related discussion has begun before RAN WGs for the purpose of non-real-time optimization. In TR 37.817, a high layer architecture description of AI/ML application is depicted as in Figure 1.
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Figure 1 Functional Framework for RAN intelligence in TR 37.817

 We consider the architecture in Figure 1 is generic and applicable to the case of air interface optimization. In addition, we also consider that previous discussion in 3GPP should be utilized as much as possible. Therefore, as a starting point, we discuss which node will play each function in Figure 1 for application of AI/ML to the air interface. In Figure 2, we mapped several candidate categorizations. 

a. NW based AI/ML application
All of the AI/ML related function is on NW except for measurement function at UE side. UE may report necessary measurement information to NW

b. Hybrid based AI/ML type 1: Light-weight AI/ML application at UE
AI/ML learning is conducted at NW side, but Inference model can be operated at both NW and UE. 

c. Hybrid based AI/ML type 2: Light-weight AI/ML application at UE
AI/ML learning is conducted at NW side and inference model is at UE side. In this case, AI/ML model need to be transferred to UE from NW.
d. UE based AI/ML
All of the AI/ML related function is on UE except for some measurement function at NW side. NW may indicate necessary measurement information to UE

In our opinion, depending on the use cases, suitable assumption of the UE on AI/ML processing requirement is different e.g., due to different latency requirement. Therefore, we consider RAN1 should study appropriate AI/ML processing requirement depending on the use cases. At the same time, it will be useful to define assignment of AI/ML functions as described.

It is expected that necessary coordination between UE and NW is different depending on the categorization above. Regarding coordination level, we have discussed in our accompanied contribution [2].
Proposal 1: RAN1 should discuss AI/ML functionality assumption, including AI/ML processing capability and function assignment to nodes, for each use case.

Proposal 2: As a starting point of AI/ML functionality, consider the following categorizations:
a. NW based AI/ML application
All of the AI/ML related function is on NW except for some measurement function at UE side. UE may report necessary measurement information to NW

b. Hybrid based AI/ML type 1: Light-weight AI/ML application at UE
AI/ML learning is conducted at NW side, but Inference model can be operated at both NW and UE. 

c. Hybrid based AI/ML type 2: Light-weight AI/ML application at UE
AI/ML learning is conducted at NW side and inference model is at UE side. In this case, AI/ML model need to be transferred to UE from NW.
d. UE based AI/ML
All of the AI/ML related function is on UE except for some measurement function at NW side. NW may indicate necessary measurement information to UE
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Figure 2 AI/ML Categorization based on functionality UE supports

In addition to the AI/ML categorization discussion, in future phase, it should be assumed that there are various types of UEs in real deployment in terms of the AI/ML processing ability. In those cases, there may be possibility that even if NW intends to apply hybrid-based AI/ML approach, it is not possible due to the UE processing ability. In that case, AI/ML application should be further controlled based on UE’s detailed ability of AI/ML processing. One simple example of such controls is e.g., turned-off or fall-back to NW-based approach based on UE’s AI/ML processing capability. 

For characterization of the processing ability of AI/ML at UE, there are various kind of potential features including the following:

· NPU capability, that could be characterized by number of calculations per second as an example

· Memory/Buffer for Baseband processing

· UE battery life

In case of hybrid-type application of AI/ML, NW should determine the feasibility of AI/ML at UEs based on the UE category of AI/ML. Therefore, what kind of information can characterize the AI/ML processing capability should be discussed in 3GPP in order to provide controllability by the NW. At the same time, it is necessary to discuss required level of the AI/ML processing capability to realize each use case in order for NW to determine whether the AI/ML is applicable to UEs or not. 
Observation: How to handle difference of AI/ML processing ability at UEs needs to be discussed to realize hybrid-based AI/ML application.

Proposal 3: As a part of solutions of the hybrid-based AI/ML application, discuss framework to handle AI/ML processing ability at UEs.
Proposal 4: RAN1 to discuss minimum requirement on UE AI/ML processing ability for each use cases.
3 Conclusion

In this contribution, we have discussed AI/ML application categorizations and raised one potential discussion point to be discussed when we apply a part of AI/ML functions is conducted at UEs. 

Proposal 1: RAN1 should discuss AI/ML functionality assumption, including AI/ML processing capability and function assignment to nodes, for each use case.

Proposal 2: As a starting point of AI/ML functionality, consider the following categorizations:
a. NW based AI/ML application
All of the AI/ML related function is on NW except for some measurement function at UE side. UE may report necessary measurement information to NW

b. Hybrid based AI/ML type 1: Light-weight AI/ML application at UE
AI/ML learning is conducted at NW side, but Inference model can be operated at both NW and UE. 

c. Hybrid based AI/ML type 2: Light-weight AI/ML application at UE
AI/ML learning is conducted at NW side and inference model is at UE side. In this case, AI/ML model need to be transferred to UE from NW.

d. UE based AI/ML
All of the AI/ML related function is on UE except for some measurement function at NW side. NW may indicate necessary measurement information to UE


Observation: How to handle difference of AI/ML processing ability at UEs needs to be discussed to realize hybrid-based AI/ML application.

Proposal 3: As a part of solutions of the hybrid-based AI/ML application, discuss framework to handle AI/ML processing ability at UEs.
Proposal 4: RAN1 to discuss minimum requirement on UE AI/ML processing ability for each use cases.
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AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:


Characterize the defining stages of AI/ML related algorithms and associated complexity:


Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 


Inference operation, e.g., input/output, pre-/post-process, as applicable


Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 


No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]


Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 


Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating


Dataset(s) for training, validation, testing, and inference 


Identify common notation and terminology for AI/ML related functions, procedures and interfaces


Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate
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