[bookmark: _Hlk99026805]3GPP TSG-RAN WG1 Meeting #109-e	R1- 2204840
e-Meeting, May 9th – 20th, 2022

Agenda Item:	9.2.2.1
Source:	NVIDIA
Title:	On evaluation assumptions of AI and ML for CSI feedback enhancement
Document for:	Discussion
1	Introduction
The approval of the Rel-18 work package marks the start of 5G Advanced evolution. The package includes a study item on AI/ML for NR air interface, and the work item description can be found in [1].
The initial use cases focused in this study include:
 (
CSI feedback enhancement, e.g., overhead reduction, improved accuracy
, prediction [RAN1]
Beam management, e.g., 
beam prediction in time,
 and/or 
spatial domain
 for overhead and
 
latency reduction
, beam selection accuracy improvement [RAN1]
Positioning accuracy enhancements
 for different scenarios including, e.g.,
 
those with
 heavy
 
NLOS
 
conditions [RAN1] 
)
For the use cases under consideration, the study aims to evaluate performance benefits of AI/ML based algorithms:
 (
Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
Whether f
ield data 
are optionally needed 
to further assess the performance and
 
robustness in real-world environments 
should be discussed as part of the study. 
Need for common
 assumptions in
 dataset construction for training, validation and test for the
 
selected use cases
.
 
Consider adequate model training strategy, collaboration levels and associated implications
Consider agreed-upon base AI model(s) for calibration
AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
KPIs
: 
Determine the common 
KPIs
 and corresponding requirements for the AI/ML operations.
 
Determine the use-case specific 
KPIs
 and benchmarks of the selected use-cases.
Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.
)
In this contribution, we discuss the evaluation assumptions of AI/ML based algorithms for CSI feedback enhancement. 
2	Methodology
There are different types of CSI feedback, such as CRI, RI, PMI, CQI, SSBRI, LI, L1-RSRP, L1-RSRQ. The first discussion point is which type(s) of CSI feedback should be considered for evaluation.
Proposal 1: Discuss which type(s) of CSI feedback (CRI, RI, PMI, CQI, SSBRI, LI, L1-RSRP, L1-RSRQ) should be considered for evaluation.
The Type II codebook in NR is designed mainly targeting multi-user MIMO operation. In multi-user MIMO operation, the number of data streams is typically larger than the number of receive antennas at UE. The gNB needs to apply transmit beamforming to suppress inter-UE interference, which motivates the higher-resolution Type II codebook for CSI feedback. The higher resolution comes with higher overhead in CSI feedback. It is relevant to study AI/ML based algorithms for reducing the overhead of Type II codebook.
Proposal 2: AI/ML based algorithms for CSI feedback enhancement for reducing Type II codebook overhead should be evaluated.
To evaluate AI/ML based algorithms for CSI feedback enhancement, datasets are needed. As discussed in our companion contribution [2], both real data and synthetic data can be used to develop and evaluate AI/ML based algorithms.
Proposal 3: Identifying existing sets of real data should be part of the evaluation work for CSI feedback enhancement.
Proposal 4: Companies are encouraged to contribute real data to develop and evaluate AI/ML based algorithms for CSI feedback enhancement.
Proposal 5: Use of synthetic data should be the baseline for evaluating AI/ML based algorithms for CSI feedback enhancement.
3GPP has well established simulation methodology, which can be used to generate synthetic data. CSI enhancement would be most valuable in the scenarios where there is high-capacity demand. Therefore, the evaluation could focus on UMi-street canyon and UMa scenarios, whose parameters are given in Table 7.2-1 in TR 38.901 [3]:
	Parameters
	UMi - street canyon
	UMa

	Cell layout
	Hexagonal grid, 19 micro sites, 3 sectors per site (ISD = 200m)
	Hexagonal grid, 19 macro sites, 3 sectors per site (ISD = 500m)

	
BS antenna height 
	10m
	25m

	UT location
	Outdoor/indoor
	Outdoor and indoor
	Outdoor and indoor

	
	LOS/NLOS
	LOS and NLOS
	LOS and NLOS

	
	
Height 
	Same as 3D-UMi in TR36.873
	Same as 3D-UMa in TR36.873

	Indoor UT ratio
	80%
	80%

	UT mobility (horizontal plane only)
	3km/h
	3km/h

	Min. BS - UT distance (2D)
	10m
	35m

	UT distribution (horizontal)
	Uniform
	Uniform



Proposal 6: The evaluation scenarios for CSI feedback enhancement include UMi-street canyon and UMa scenarios.
In general, the statistical models in TR 38.901 can be used as baseline for link and system evaluation of AI/ML based algorithms for CSI feedback enhancement. However, additional simulation methodology for generating synthetic data, such as digital twins, should be explored. A digital twin is a virtual representation — a true-to-reality simulation of physics and materials — of a real-world physical asset or system, which is continuously updated. Digital twins can help generate synthetic data that are closer to real-world data, compared to the traditional 3GPP simulation methodology based on statistical models.
Observation 1: The statistical models in TR 38.901 can be used as baseline for link and system evaluation of AI/ML based algorithms for CSI feedback enhancement.
Proposal 7: Use the statistical models in TR 38.901 as a starting point for the evaluation of AI/ML based algorithms for CSI feedback enhancement.
Proposal 8: Additional simulation methodology for generating synthetic data, such as digital twins, should be explored for the development and evaluation of CSI feedback enhancement.
As the Rel-18 study on AI/ML for NR air interface is the first one in 3GPP that explores the benefits of augmenting air interface with features enabling improved support of AI/ML based algorithms, it is important to calibrate evaluation results from different companies in order to facilitate drawing observations and making conclusions. To this end, it is beneficial to agree on baseline AI model(s) for calibration.
Proposal 9: Baseline AI model(s) should be identified for the purpose of calibration in the study of AI/ML based algorithms for CSI feedback enhancement.

3	KPIs
The study item description lists many dimensions for KPIs, including performance, inference latency, computational complexity, overhead, power consumption, memory storage, hardware requirements, and generalization capability. 
Though it is beneficial to have a full characterization of the performance of AI/ML based algorithms for NR air interface, it is important to focus on a few most important KPIs in the initial phase to understand the gains of AI/ML based algorithms. 
From CSI feedback enhancement perspective, the key requirement is to enable UE to feedback accurate CSI that captures the fast-fading properties of the channel with reduced feedback overhead. 
· The CSI feedback overhead can be measured by number of feedback bits.
· The CSI feedback accuracy can be measured by comparing the decoded CSI to the ground-truth CSI.
Besides, it is beneficial to evaluate the AI/ML based algorithms for CSI feedback enhancement in terms of system throughput (e.g., average and 5-percentile throughput) performance. Such evaluation would demonstrate how the reduced CSI feedback overhead and/or improved CSI feedback accuracy translate into system performance gains.
Also, many of the KPIs such as inference latency depend on the used computing platform (such as the GPU model). Therefore, it is important to report the KPIs together with the used computing platform (such as the GPU model).

Proposal 10: The CSI feedback overhead can be measured by number of feedback bits.
Proposal 11: The CSI feedback accuracy can be measured by comparing the decoded CSI to the ground-truth CSI.
Proposal 12: Evaluate system throughput (e.g., average and 5-percentile throughput) performance to assess the system performance gains from the reduced CSI feedback overhead and/or improved CSI feedback accuracy.
Proposal 13: Provide information on the used computing platform (such as the GPU model) when reporting KPIs for AI/ML based CSI feedback enhancement.

Conclusion
In the previous sections, we discuss general aspects of AI/ML framework for NR air interface and make the following observations:
Observation 1: The statistical models in TR 38.901 can be used as baseline for link and system evaluation of AI/ML based algorithms for CSI feedback enhancement.
Based on the discussion in the previous sections we propose the following:
Proposal 1: Discuss which type(s) of CSI feedback (CRI, RI, PMI, CQI, SSBRI, LI, L1-RSRP, L1-RSRQ) should be considered for evaluation.
Proposal 2: AI/ML based algorithms for CSI feedback enhancement for reducing Type II codebook overhead should be evaluated.
Proposal 3: Identifying existing sets of real data should be part of the evaluation work for CSI feedback enhancement.
Proposal 4: Companies are encouraged to contribute real data to develop and evaluate AI/ML based algorithms for CSI feedback enhancement.
Proposal 5: Use of synthetic data should be the baseline for evaluating AI/ML based algorithms for CSI feedback enhancement.
Proposal 6: The evaluation scenarios for CSI feedback enhancement include UMi-street canyon and UMa scenarios.
Proposal 7: Use the statistical models in TR 38.901 as a starting point for the evaluation of AI/ML based algorithms for CSI feedback enhancement.
Proposal 8: Additional simulation methodology for generating synthetic data, such as digital twins, should be explored for the development and evaluation of CSI feedback enhancement.
Proposal 9: Baseline AI model(s) should be identified for the purpose of calibration in the study of AI/ML based algorithms for CSI feedback enhancement.
Proposal 10: The CSI feedback overhead can be measured by number of feedback bits.
Proposal 11: The CSI feedback accuracy can be measured by comparing the decoded CSI to the ground-truth CSI.
Proposal 12: Evaluate system throughput (e.g., average and 5-percentile) performance to assess the system performance gains from the reduced CSI feedback overhead and/or improved CSI feedback accuracy.
Proposal 13: Provide information on the used computing platform (such as the GPU model) when reporting KPIs for AI/ML based CSI feedback enhancement.
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