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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
In RAN #95-e, the followings were considered as objectives on XR-specific capacity improvement [1].
Objectives on XR-specific capacity improvements (RAN1, RAN2):
· Study mechanisms that provide more efficient resource allocation and scheduling for XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc…). Focus is on the following mechanisms:
· SPS and CG enhancements;
· Dynamic scheduling/grant enhancements.
In this contribution, we discuss our views on potential capacity enhancements for XR.


2. SPS enhancements 
To support applications of high reliability and low latency communication services, 5G NR allows data transmissions without resource grant such as semi-persistent scheduling (SPS). While the grant free scheduling can help reduce control channel overhead and relax high layer processing burden, new 5G applications such as XR (Extended Reality) may not fully benefit from existing SPS procedures due to its unique traffic characteristics. Figure 1 shows an example of XR traffic profile where the packets arrive with non-integer periodicity with jitters and the packet size is large and varying in time. As one option, Rel-15/16 solutions such as multiple active SPS configuration can be considered to address XR traffic characteristics so that packet of larger and variable size can be scheduled without increased delay. However, this may also lead to quite a few skipped transmissions, resulting in inefficient resource utilization due to a potential over provisioning of SPS resources.
To address this issue, existing SPS procedures can be enhanced to support variable packet size, jitter etc. RAN1 should investigate dynamic adaptation of SPS transmission procedure. For example, L1 based update of one or more SPS parameters can be provided without releasing the configuration or switch between different configurations. Alternatively, a set of SPS occasions can be dynamically activated, and after the set of occasions, SPS config is released without requiring a separate DCI. If the XR packet requires multiple PDSCHs, SPS configuration can be enhanced to include multiple PDSCH transmission per period. Alternatively, DCI may jointly activate multiple SPS configurations for multiple PDSCH transmission corresponding to XR packet.
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Figure 1. XR traffic characteristics
Proposal 1: RAN1 should investigate dynamic adaptation of SPS transmission procedure for efficient resource allocation.
3. DG enhancements 
While dynamic scheduling provides most flexible scheduling solutions for XR traffics with varying packet size, this comes at the cost of control overhead. Especially, considering the large packet size of XR applications, more often multiple PDSCHs and/or PUSCH may be necessary to complete the delivery of XR packet and may require multiple control signaling for providing the grant.  Figure 1 and Figure 2 shows the CDF of average number of TBs per packet for DL and UL video traffics when dynamic PF scheduling is used, respectively. 
To reduce the overhead, RAN1 can investigate single DCI based multiple PDSCH and/or PUSCH scheduling. For B52.5GHz, multiple PDSCH/PUSCH scheduling was specified where one DCI can be used to schedule multiple PDSCHs or PUSCH carrying independent TBs so as to alleviate scheduler constraints imposed by short slot duration with a larger SCS, and this can be a good starting point to investigate whether enhancement with respect to the existing solution is needed. With multiple PDSCH and/or PUSCH scheduling, common parameters that are applied to all scheduled PDSCH and/or PUSCH would not need separate indication for each PDSCH and/or PUSCH in the DCI. In one example, DCI can explicitly provide the number of consecutive PDSCH allocations, where the first PDSCH allocation follows the TDRA in the DCI, and the remaining PDSCH allocations have the same length, starting symbol and PDSCH mapping type, and are appended in the following slots. 
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Figure 2. Average number of TBs per packet for DL AR, CG
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Figure 3. Average number of TBs per packet for UL AR
Proposal 2: Since a given XR DL or UL packet may require multiple PDSCH or PUSCHs to complete delivery of packet transmission, RAN1 can investigate single DCI based multiple PDSCHs and/or PUSCH scheduling to reduce DCI overhead. 
· Multiple PUSCH/PDSCH scheduling solution adopted for B52.5GHz can be a starting point.

4. Consideration on multiple flows
In the capacity evaluation of UL AR [2], significant performance degradation was observed for two stream traffic (pose/control + video) compared to single stream traffic (video) despite the small packet size of pose/control traffic. In Figure 4, it is shown that the capacity decreases from 7.8 to 3.4 for SU-MIMO and from 10.5 to 4.6 for MU-MIMO. This is because the scheduler is not being aware of which stream each packet belongs to and schedules using first in, first out approach. Therefore, it is possible that pose/control packets with more stringent delay requirement fails to be delivered within its PDB due to the long wait time in the buffer while the large video packet is served.
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Figure 4. Capacity comparison between UL AR 10Mbps video with and without pose/control

Observation 1: For UL AR two stream traffic, the capacity decreases significantly if the scheduler does not differentiate between the streams and schedules the packets using first in, first out approach.

To address this issue, enhancement in the scheduler is needed so that the packets from different streams can be distinguished at the scheduler and different PDB requirements can be considered in the scheduling decision. In one example, configured grant scheduling can be used for pose/control and dynamic grant scheduling can be used for video. Further discussion is needed whether any enhancements with respect to Rel-16 and 17 CG/DG prioritization and handling are needed.
Proposal 3: For multi-stream traffic such as the two-stream traffic in UL, mix of CG (for pose/control) and DG (video) based transmission can be considered. Further discussion is needed whether any enhancements with respect to Rel-16 and 17 CG/DG prioritization and handling are needed.

5. Conclusions
In this contribution, we discuss the potential NR enhancement for XR capacity. The following proposals and observations are provided. 
Proposal 1: RAN1 should investigate dynamic adaptation of SPS transmission procedure for efficient resource allocation.
Proposal 2: Since a given XR DL or UL packet may require multiple PDSCH or PUSCHs to complete delivery of packet transmission, RAN1 can investigate single DCI based multiple PDSCHs and/or PUSCH scheduling to reduce DCI overhead. 
· Multiple PUSCH/PDSCH scheduling solution adopted for B52.5GHz can be a starting point.

Observation 1: For UL AR two stream traffic, the capacity decreases significantly if the scheduler does not differentiate between the streams and schedules the packets using first in, first out approach.

Proposal 3: For multi-stream traffic such as the two-stream traffic in UL, mix of CG (for pose/control) and DG (video) based transmission can be considered. Further discussion is needed whether any enhancements with respect to Rel-16 and 17 CG/DG prioritization and handling are needed.
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