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Introduction
A new study item “Study on Artificial Intelligence and Machine Learning for NR air-interface” has been approved for Rel.18 [1]. The objective is to study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact. Initial set of use cases includes CSI feedback enhancement, beam management, and positioning accuracy enhancements. In this document, we focus on CSI feedback enhancement and provide our view on AI/ML for CSI feedback enhancement.
Discussion
Sub use cases
The conventional CSI feedback procedure includes following steps.
· Step 1: gNB configures CSI-RS and CSI reporting
· Step 2: gNB transmits CSI-RS
· Step 3: UE measures CSI
· Step 4: UE feeds back the quantization (i.e., codebook based) on the measured CSI via uplink channel with periodic or aperiodic reporting
· Step 5: gNB recover the CSI from the received value
For Step 1 and 2, several parameters such as congestion, UE velocity, measured SINR at gNB, etc. can be jointly taken into account with reported CSI. However, how to combine these parameters for CSI-RS and CSI reporting settings is complex problem. In addition, especially for MU-MIMO, the network needs to determine precoding and UE pairs of simultaneous transmissions/reception. To tackle these problems, AI/ML can be used for CSI-RS configuration optimization.
For Step 3, in rapid channel variation scenarios, e.g., high mobility, accurate channel estimation is especially important but more challenging. In AI/ML approach, it would be possible to predict subsequent channels by exploiting the strong temporal correlation in channel history. Potential benefits would be to reduce RS overhead with improved UE’s CSI measurement accuracy.
For Step 4, although high resolution Type II codebook has been designed to report accurate CSI with larger feedback overhead for FDD, there is still performance gap with ideal CSI feedback. In addition, since singular value decomposition (SVD) is required to calculate beam combination coefficients, the computation complexity significantly increase with the number of subbands and/or antenna ports. To tackle these problems, AI/ML can be used, and potential benefits would be accuracy improvements under a certain overhead of CSI report or overhead reduction for CSI reports achieving a certain performance.
For Step 5, similar to Step 3 at UE side, AIL/ML can be used to improve the accuracy of CSI estimation and/or to predict CSI at gNB side.
In addition to above steps for CSI feedback procedure, the obtained CSI at the network can be used for schedular behavior such as UE pairing, precoding, and/or scheduling. Similar to Step 1 and 2, other parameters such as congestion, UE velocity, measured SINR at gNB, etc. are jointly taken into account with reported CSI. Since how to combine them are complex problem, AI/ML can be used for this purpose.
Although there are many sub use cases, to study all is too much effort. One or a few sub use cases should be selected for the study.

Proposal 1: Following sub use cases can be considered for the application of AI/ML for CSI feedback enhancement. Down-selection of the sub use cases for the study is FFS.
· CSI-RS configuration optimization
· CSI estimation accuracy improvement / CSI prediction at UE
· CSI reporting overhead reduction
· CSI estimation accuracy improvement / CSI prediction at gNB
· Scheduling optimization

AI/ML framework for CSI feedback enhancement
The network-UE collaboration can also be categorized by the location of the AI/ML related functionalities which includes Data Collection, Model Training, Model Inference, and Actor. We identified the following categorization in our accompany paper [2]. From the lower to higher categories, network-UE collaboration level generally is in an increasing order, as well as the specification impact.
· Cat-1: All AI/ML related functionalities are located at one side of network or UE. All functionalities are located at UE is Cat-1-UE. All functionalities are located at network is Cat-1-Network.
· Cat-2: Data Collection, Model Training and Model Inference are located at network, and UE acts as the Actor. UE performs action corresponding to the network configuration or indication (i.e., output of the Model Inference) and provides feedback to network in terms of, e.g., performance feedback or measurement report. This category may or may not have specification impact, depending on whether new signaling / procedure needs to be introduced between UE and network.
· Cat-3: Data Collection is located at network. The Model Training, Model Inference and Actor are located at UE. UE obtain data from the network for its own Model Training or Inference. Then, UE decides its own action according to the output of UE’s Model Inference. Certain specification impact is envisioned, e.g., signaling and procedure for transmitting assistance information related to model training and inference.
· Cat-4: Data Collection and Model Training are at network, but Model Inference and Actor are located at UE. In order to perform inference at UE side, model can be updated according to the feedback provided from UE to the network and AI/ML model (parameters, etc.) should be configured to the UE via network.
· Cat-5: Both network and UE have Model Training and Model Inference functionalities. Network acts as centralized node for general model training, and training / inference models at UE is downloaded or updated from the network. UE can also provide model refinement according to its own environment and feedback to the network for general model updates. The relation of SID text “Note 1: specific AI/ML models are not expected to be specified and are left to implementation” might be some discussion related to how training / inference models at UE is downloaded or updated from the network.

Although we see the need to categorize CSI feedback enhancement cases and map to generic AI/ML categorization, such discussion can be more efficient after the generic framework discussion in agenda 9.2.2.1 is progressed. For CSI feedback enhancement, we think the study of following three categories is necessary.
· AI/ML function located within UE
· AI/ML function located within network
· AI/ML function (especially Model Inference) located at both UE and network

AI/ML function located within UE
This category can be considered for the sub use case of CSI estimation accuracy improvement / CSI prediction at UE side. CSI estimation can be performed using legacy CSI-RS with implementation-based AI/ML algorithm in UE side. Based on the CSI-RS, UE estimates more accurate CSI via a AI/ML module with normal CSI-RS as an input. UE’s other information such as velocity, radio measurements, etc. may also be considered as an additional input to AI/ML module. For Class 1, no specification impact is required for RRC/MAC configurations, L1 transmissions (PDSCH, CSI-RS), and CSI feedback.
Based on TR 37.817, AI/ML functional framework can be composed of Data Collection, Model Training, Model Inference, and Actor. For this category, all AI/ML functionalities are located within UE.
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Fig.1 AI/ML function located within UE

Proposal 2: The framework of AI/ML function located within UE can be considered for the sub use case of CSI estimation accuracy improvement / CSI prediction at UE.

AI/ML function located within network 
[bookmark: _Hlk101796689]This category can be considered for the sub use cases of CSI-RS configuration optimization, CSI estimation accuracy improvement / CSI prediction at gNB, and scheduling optimization. From UE point of view, UE can perform normal CSI computing and reporting. Or UE can perform Class 1 as the implementation option, which can be seen as individual discussion. For CSI estimation accuracy improvement / CSI prediction, based on the reporting, gNB estimates more accurate CSI via a AI/ML module with normal CSI feedback as an input. For CSI-RS configuration optimization and scheduling optimization, based on the reporting and/or obtained CSI at gNB, the network determines schedular behavior such as UE pairing and/or precoding via a AI/ML scheduler. UE’s other report, measurements at gNB and inter-gNB information may also be considered as an additional input to AI/ML scheduler. For Class 2, no specification impact is expected at least for RAN1 perspective, i.e., for RRC/MAC configurations, L1 transmissions (PDSCH, CSI-RS), and CSI feedback.
For this category, Data Collection, Model Training, Model Inference, and Actor defined in TR 37.817 are located at gNB or part of functionalities are located at OAM. We think these network interval splits can be left to RAN3 and no need to spend the time in RAN1.
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Fig.2 AI/ML function located within network

Proposal 3: The framework of AI/ML function located within network can be considered for the sub use case of CSI-RS configuration optimization, CSI estimation accuracy improvement / CSI prediction at gNB, and scheduling optimization.

AI/ML function located at both UE and network
This category can be considered for the sub use case of CSI reporting overhead reduction. CSI reporting overhead reduction is realized by auto-encoder. An auto-encoder has two main parts: an encoder that maps the original input into the code, and a decoder that maps the code to a reconstruction of the original input. Typically, the dimension of the code can be smaller than the original input, and then, auto-encoder can realize the compression. An “encoder” of auto-encoder corresponds to the UE’s processing in which the original input could be raw data (e.g., received CSI-RS value) or something after computation (e.g., channel coefficient measured from CSI-RS, eigen vector, or coefficients before calculating Type II codebook). The output of UE encoder, which corresponds to “code” in auto-encoder, is transmitted from UE and received at gNB. An “decoder” of auto-encoder corresponds to the gNB’s processing in which the original input is reconstructed from the “code”.
For this category, since auto-encoder/decoder is employed at both gNB and UE to compress CSI reporting, gNB and UE need to synchronize the parameters of AI/ML module which involves air-interface exchanges. The potential information to configure UE’s Model Inference (i.e., configuration of UE’s auto encoder) would be AI/ML model itself, parameters (e.g., weight for neural network) for AI/ML model. Following directions could be considered on details on the AI/ML functional framework.
· Direction 1: Data Collection and Model Training are within 3GPP.
· Direction 2: Data Collection and Model Training are located in OAM.
· Direction 3: Data Collection and Model Training are located within the gNB.
For Direction 1, specification of specific AI/ML model by 3GPP is necessary. Then, it might be out of scope of SID. For Direction 2 and 3, specific AI/ML model is not necessary in 3GPP. The potential specification impact would be the input format (i.e., what is the “original input” for auto-encoder) and output/CSI report format (i.e., what is the “code” for auto-encoder). AI/ML model itself to transform original input to code at UE and reconstruct code to original input at gNB would be left to implementation. On the other hand, since AI/ML model should be aligned between UE and gNB, how to perform training and transfer AI/ML model would be specification impact.
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Fig.3 AI/ML function located at both UE and network

Proposal 4: The framework of AI/ML function located at both UE and network can be considered for the sub use case of CSI reporting overhead reduction.
Proposal 5: For CSI reporting overhead reduction, auto-encoder, which includes an encoder that maps the original input into the code, and a decoder that maps the code to a reconstruction of the original input, is studied.
Proposal 6: For the realization of auto-encoder, how to align the AI/ML model and/or coefficients between UE and gNB and its specification impact should be studied.

Conclusion
Proposal 1: Following sub use cases can be considered for the application of AI/ML for CSI feedback enhancement. Down-selection of the sub use cases for the study is FFS.
· CSI-RS configuration optimization
· CSI estimation accuracy improvement / CSI prediction at UE
· CSI reporting overhead reduction
· CSI estimation accuracy improvement / CSI prediction at gNB
· Scheduling optimization
Proposal 2: The framework of AI/ML function located within UE can be considered for the sub use case of CSI estimation accuracy improvement / CSI prediction at UE.
Proposal 3: The framework of AI/ML function located within network can be considered for the sub use case of CSI-RS configuration optimization, CSI estimation accuracy improvement / CSI prediction at gNB, and scheduling optimization.
Proposal 4: The framework of AI/ML function located at both UE and network can be considered for the sub use case of CSI reporting overhead reduction.
Proposal 5: For CSI reporting overhead reduction, auto-encoder, which includes an encoder that maps the original input into the code, and a decoder that maps the code to a reconstruction of the original input, is studied.
Proposal 6: For the realization of auto-encoder, how to align the AI/ML model and/or coefficients between UE and gNB and its specification impact should be studied.
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