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Introduction
This contribution presents ETRI’s views on general aspects of AI/ML framework for NR air interface [1].

Discussion
AI/ML algorithm for NR
In RAN #94 meeting, it has been approved to study the application of AI/ML (artificial intelligence and/or machine learning) to the air interface of wireless communication [2]. In general, AI refers to a technology that gives intelligence to a machine to solve problems and machine learning (ML) means a technology in which a machine learns hidden rules from data and uses the results to infer new things. AI/ML can be divided into traditional machine learning methods and artificial neural network (NN) based deep learning methods. However, since deep learning techniques have been proven to have superior performance compared to the traditional machine learning techniques when there is sufficient data, AI/ML mainly stands for deep learning techniques. AI/ML is used with the same intent in this contribution. Research on AI/ML has been focused on image or natural language processing so far, and many verifications have been made in the field. Specifically, in the field of image processing, models such as CNN (convolution neural network) and GAN (generative adversarial network) have been mainly studied, and in the field of natural language processing, models such as RNN (recurrent neural network) and TR (transformer) are mainly studied. These models may not be optimized for wireless signals. However, considering that this SI is for AI/ML applications in NR air interface, not a study on new neural network, it is recommended to proceed base on the verified models. As an example, for CSI feedback enhancement, which is one of the main use cases of the study, prior research is in progress by processing the channel information into an image and then applying the CNN or TR [3, 4]. The complexity of an AI/ML model can be expressed in terms of number of parameters, model capacity, and FLOPS, respectively.

Proposal 1: When studying AI/ML for NR air interface, it is necessary to focus on the applicability of AI/ML in NR air interfaces based on validated AI/ML models such as CNN, GAN, RNN and TR.

Defining stages of AI/ML algorithm
This section discusses the following objectives of SI [1].
	- Characterize the defining stages of AI/ML related algorithms and associated complexity:
: Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
: Inference operation, e.g., input/output, pre-/post-process, as applicable



Generation of AI/ML model
AI/ML model generation can be defined as the process of constructing the neural network. When generating an AI/ML model for NR air interface, the range in which the parameters of the model are defined and/or shared should be specified. This is because the training method of AI/ML model can vary depending on the range in which the model parameters are defined. For example, in the use case of CSI feedback enhancement, when generating an AI/ML model parameter for CSI encoding/decoding, in one method, each UE may have different AI/ML model parameters, or in another method, all UE in a cell may have the same AI/ML model parameters. In the former case, each UE may train the AI/ML model independently, whereas in the latter case, several UEs in the cell may have to cooperate to train the AI/ML model. Specifically, according to the range where the model parameter is defined, the type of AI/ML model generation can be classified as follows:
· Type 0: AI/ML model generation per cell
· Type 1: AI/ML model generation per UE group
· Type 2: AI/ML model generation per UE
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Figure 1. AI/ML model generation type

Proposal 2: When studying AI/ML for NR air interface, it is necessary to specify the scope in which the model parameters are defined:
· Type 0: AI/ML model generation per cell
· Type 1: AI/ML model generation per UE group
· Type 2: AI/ML model generation per UE

Training of AI/ML model
AI/ML model training can be defined as the process of calculating the update direction of the weight vector of neural network based on the loss function. When training an AI/ML model for NR air interface, whether online training for AI/ML models is supported or not should be specified. This is because the standardization points for training of AI/ML model may vary depending on whether online training is supported or not. For example, if an AI/ML model does not support online training (i.e., support offline training only), the training for AI/ML model is an area of implementation, and from a standardization point of view, a signal transmission to support the AI/ML model training may need to be discussed. On the other hand, if an AI/ML model supports online training, it is needed to specify the entity that will train AI/ML model. This is because an additional communication costs, which may cause standardization impacts, can occur depending on the combination of the AI/ML model generation type and AI/ML model training entity. As an example, assume that AI/ML model is generated per cell (e.g., Type 0). If the gNB is the entity in charge of training, the gNB will train the AI/ML model alone and then propagate the trained AI/ML to the UE(s). Or, if the UE is the entity in charge of training, the UE(s) will train the AI/ML model and feedback the changes of weight vector to enable the gNB to create a single AI/ML model. Specifically, according to the entity in charge of AI/ML model training, the type of AI/ML model training can be classified as follows:
· Type A: Offline training only
· Type B: AI/ML model training at UE
· Type C: AI/ML model training at gNB
· Type D: AI/ML model training at both of UE and gNB
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Figure 2. AI/ML model training type

Proposal 3: When studying AI/ML for NR air interface, it is necessary to specify the entity (or entities) responsible for training the model:
· Type A: Offline training only
· Type B: AI/ML model training at UE
· Type C: AI/ML model training at gNB
· Type D: AI/ML model training at both of UE and gNB

Inference using AI/ML model
Inference using AI/ML model can be defined as the process of applying trained rules to a given input. When using AI/ML for NR Air interface, the comparison method with conventional techniques should be carefully considered. This is because, depending on the specific field of the NR air interface to which AI/ML is applied, it may be difficult to compare with the conventional technique. For example, in the use case of CSI feedback enhancement, the conventional codebook-based CSI feedback transmits CSI in the form of precoding selected by the UE, but the AI/ML-based CSI feedback may transmit CSI in the form of compressed information about the explicit channel [3, 4]. In the above case, since the format of CSI transmission is different, it is necessary to discuss on what basis the comparison should be made.
Proposal 4: When studying AI/ML for NR air interface, it is necessary to carefully consider the comparison method between the conventional technique(s) and the AL/ML technique(s).

Conclusion
In this contribution, ETRI’s views on general aspects of AI/ML framework for NR air interface were shown and the following proposals were made:

Proposal 1: When studying AI/ML for NR air interface, it is necessary to focus on the applicability of AI/ML in NR air interfaces based on validated AI/ML models such as CNN, GAN, RNN and TR.
Proposal 2: When studying AI/ML for NR air interface, it is necessary to specify the scope in which the model parameters are defined:
· Type 0: AI/ML model generation per cell
· Type 1: AI/ML model generation per UE group
· Type 2: AI/ML model generation per UE
Proposal 3: When studying AI/ML for NR air interface, it is necessary to specify the entity (or entities) responsible for training the model:
· Type A: Offline training only
· Type B: AI/ML model training at UE
· Type C: AI/ML model training at gNB
· Type D: AI/ML model training at both of UE and gNB
Proposal 4: When studying AI/ML for NR air interface, it is necessary to carefully consider the comparison method between the conventional technique(s) and the AL/ML technique(s).
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