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1. Introduction
At the RAN1#94-e meeting, a new SID [1] on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” was approved. This SID captures the objective of SI in general aspects of AI/ML framework as following
AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

In this contribution, we discuss the general aspects of AI/ML framework.
2. Discussion on general aspects of AI/ML framework
2.1. Defining AI/ML terminologies and frameworks
Since this is the first release to discuss AI/ML framework in RAN1, it is important to have the common understanding about AI terminologies between companies. As SID on AI/ML for NR air interface (NRAI) captures characterizing the defining stages of AI/ML as an objective, we would like to define each stage as a first step. Once each AI/ML stage is defined, it gets easier to discuss each stage characterization, for example which stages should be discussed in 3GPP. 
In our understanding, the following stages can be considered in AI/ML framework.
· AI/ML stages related to data collection
· Data arrangements: decide which data should be transferred for model training, for model inference, or for both training and inference
· Data transfer: transfer data to the entity performing model training or/and model inference
· AI/ML stages related to model training
· Data preparation: perform data pre-processing and cleaning
· Model training/validation: train and validate models with collected data
· Model testing: test the performance of trained models
· Model exchange: transfer models for distributed learning
· Model deployment/update: deploy/update models on the model inference entity 
· AI/ML stages related to model inference
· Data preparation: perform data pre-processing and cleaning, formatting, and transformation
· Model inference: perform model inference
· Model monitoring: monitor the performance of model inference
· Model performance feedback: feedback the model performance to the model training entity
· Output: provide the output of model inference to the actor
· AI/ML stages related to an actor
· Action trigger: decide whether to trigger the action to the other entity
· Feedback: feedback information that may be needed to derive training or inference data or performance feedback
Proposal 1: Define AI/ML stages to have the common terminology among companies to facilitate the AI/ML framework discussion.
In Rel-17, RAN3 discussed the AI/ML general framework [2]. RAN3 designed the framework with NG-RAN use-cases, which are different from RAN1 AI/ML for NRAI. However, we believe it can be used as the baseline of our discussion on AI/ML framework, although it might be necessary to modify frameworks according to use-cases in RAN1.
Proposal 2: The AI/ML framework defined in TR 37.817 can be the baseline for AI/ML framework for NRAI. 
Fig.1 shows the AI/ML framework in TR 37.817 when the above AI/ML stages are put into the AI/ML framework. Having one common general AI/ML framework shown in Fig.1 can facilitate the AI/ML management discussion, especially life cycle management and UE-gNB collaboration.  
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Figure 1.  General AI/ML framework based on TR 37.817 with defined AI/ML stages. 

2.2. UE-gNB collaboration
One of SID objectives is to identify various levels of collaborations between UE and gNB. UE-gNB collaboration is beneficial for some use-cases in several AI/ML stages. For example, one of potential sub use-cases known as auto-encoder for CSI feedback requires AI/ML model inference on both UE and gNB. Also, UE and gNB might need to help each other in data collection and model training because UE and gNB are expected to have different capability and some data are available only to UE or gNB. Likewise, there are many collaboration ways in AI/ML managements. To avoid the confusion, we prefer to discuss UE-gNB collaboration per AI/ML stage. 
Proposal 3: It is better to discuss UE-gNB collaboration per AI/ML stage for the clarification. 
The following levels of UE-gNB collaboration per stage can be considered in our understanding:
For data collection,
· Level 0: No data is exchanged between UE and gNB in data collection.
· Level 1: Data for model training or/and model inference are exchanged between UE and gNB.
For model training, 
· Level 0: No information related to ML models is exchanged.
· Level 1: Information regarding model structure, AI/ML model information other than model parameters itself, is exchanged between UE and gNB. 
· Level 2: Parameters of ML models are exchanged between UE and gNB (Model transfer).
For model inference, 
· Level 0: ML model inference is performed on one side, either UE or NW side.
· Level 1: ML model inference is performed on both UE and NW sides. 
It is worth studying the effectiveness and validity of each level of UE-gNB collaboration for comprehensive AI/ML study. Hence, RAN1 should discuss all levels or at least level 1 for UE-gNB collaboration at all AI/ML stages. 
Proposal 4: For comprehensive study, RAN1 should discuss all levels or at least level 1 for UE-gNB collaboration at all AI/ML stages. 
Especially, UE-gNB collaboration for ML model training should be considered to facilitate model training on UE. A large amount of data is necessary to train high performance AI/ML models. However, it is challenging to process a lot of data for model training on UE due to the limited computation resources. In that case, some techniques for model transfer, such as fine-tuning and network-based deep transfer learning, are beneficial to facilitate model training. Fig.2 illustrate one example of UE-gNB collaboration for model training. 
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Figure 2.  Example of UE-gNB collaboration for model training. 

Fig.2 illustrates one example of UE-gNB collaboration for model training. In this example, UE receives the information of a reference model from NW, and it applies fine-tuning to update from the reference model to the local model optimized for current environments. When fine-tuning is applied, a required amount of data for training ML model can be reduced to achieve high performance without overfits. After updating ML models, UE can feedback information of local models to NW for the reference model update or updated model deployment even on gNB. 
Observation 1: UE-gNB collaboration for model training is beneficial especially for training on UE that is not expected to have large capabilities. 

3. Conclusion
In this contribution, we discussed the general aspects of AI/ML framework. Based on the discussion we made following proposals.
Proposal 1: Define AI/ML stages to have the same terminology among companies to facilitate the AI/ML framework discussion.
Proposal 2: The AI/ML framework defined in TR 37.817 can be the baseline for AI/ML framework for NRAI. 
Proposal 3: It is better to discuss UE-gNB collaboration per AI/ML stage for the clarification. 
Proposal 4: For comprehensive study, RAN1 should discuss all levels or at least level 1 for UE-gNB collaboration at all AI/ML stages. 
Observation 1: UE-gNB collaboration for model training is beneficial especially for training on UE that is not expected to have large capabilities. 
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