3GPP TSG- RAN WG1 Meeting #109-e                                                  R1-2204241	
e-Meeting, May 9th – 20th, 2022

Agenda Item:	9.2.3.2
Source:	Apple Inc.
Title:	On AI based Beam Management Enhancement
Document for:	Discussion/Decision
Introduction
In this contribution, we provide our views on enhancement use cases and potential spec impact for AI based beam management.
Use cases and potential spec impact
In R1-2204240, we provide simulation results on the following use cases for AI based beam management:
· Case 1a: Spatial domain beam prediction with measurement for limited number of beams
· Case 1b: FR2 Spatial domain beam prediction with FR1 measurements
· Case 2a: Time domain beam prediction based on past measurement results
· Case 2b: Beam dwelling time prediction based on past measurement results
Case 1a
For spatial domain beam prediction with measurement for limited number of beams, a classification network is used with fully connected layers. The input is the normalized L1-RSRP for limited number of network beams. As shown in Figure 1, UE does not need to measure the all the beams, but it only needs to measure a subset of beams at the initial stage and with the help of machine learning, a new beam search space (BSS) can be identified for next step measurement. The final beam selection can be performance based on the measurement result from the BSS.
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Figure 1: AI based beam prediction for Case 1a
For case 1a, with the help of AI, it is possible to reduce the signalling overhead for some beam measurement reference signal and reduce UE’s power consumption for beam measurement. Thus it is necessary to study a more flexible beam report framework so that some beam measurement reference signals can be dynamically activated or deactivated.
Proposal 1: Study spatial domain beam prediction with measurement for limited number of beams as well as a flexible beam measurement and report framework to support dynamic activation/deactivation of beam measurement reference signal and beam report.
Case 1b
For spatially correlated UEs, the beam network beam could be highly correlated. Based on spatial correlation, it is possible that the network can predict the best beam for some UEs without beam measurement and report. The spatial correlation can be determined based on some fast-fading parameters, e.g. delay/power/direction for each path. It is not easy to make a hard decision on whether two channels are spatially correlated or not. But with the help of machine learning, it is possible to predict whether two channels are spatially correlated, and they should share the same best network beam.
For case 1b, a UE is assumed to work in a FR1+FR2 CA mode. It is possible to determine the spatial correlation based on some FR1 feedback, and the network can predict the FR2 beam based on the FR1 feedback. In this contribution, we select the normalized channel impulse response (CIR) as the FR1 feedback to predict the FR2 beam. Figure 2 illustrates the procedure for FR1 assisted FR2 beam selection.
[image: ]
Figure 2: Procedure for FR1 assisted FR2 beam selection
For case 1b, with the help of AI, it is possible not to perform beam measurement and report in FR2, but UE only needs to perform some CSI measurement in FR1 to facilitate the beam selection for FR2. Thus, it is necessary to study CSI enhancement in FR1 to facilitate the beam prediction in FR2, where the CSI enhancement should focus on enhancement on top of traditional CSI to quantize and report CIR.
Proposal 2: Study FR2 spatial domain beam prediction with FR1 measurements as well as CSI enhancement in FR1 to facilitate the beam prediction in FR2
Case 2a
Usually, the UE moving direction and speed would not change within small time domain granularity, e.g. within 1 second. The moving direction and speed may be obtained based on some past measurement results. It could be possible to predict the best beam at the next beam report/indication interval. Thus, it can reduce the overhead for beam measurement reference signal and beam report, and it can also reduce the UE power consumption. Figure 3 illustrates the procedure for AI based time domain beam prediction.
[image: ]
Figure 3: Procedure for AI based time domain beam prediction
For case 2a, with the help of AI, it is possible not to perform beam measurement and report at a certain time, but UE only needs to receive beam indication signalling for future. Thus, it is necessary to study a flexible TCI activation/indication signalling to facilitate the time domain beam prediction.
Proposal 3: Study time domain beam prediction based on past measurement results as well as TCI activation/indication to facilitate the beam prediction in time domain.
Case 2b
Similar to case 2a, it could be assumed that the UE moving speed and direction would not change within a short time, and it is possible to predict the beam dwelling time, so that the network can trigger beam report at proper time. Thus, it can reduce the overhead for beam measurement reference signal and beam report, and it can also reduce the UE power consumption. Figure 4 illustrates the procedure for AI based time domain beam dwelling time prediction.
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Figure 4: Procedure for AI based time domain beam dwelling time prediction
For case 2a, with the help of AI, it is possible not to perform beam measurement and report within a certain time window, and UE may only need to wake up for beam measurement after the beam dwelling time. Thus, it is necessary to study some UE power saving schemes for beam measurement with regard to predicted beam dwelling time.
Proposal 4: Study beam dwelling time prediction based on past measurement results as well as UE power saving schemes for beam measurement with regard to predicted beam dwelling time.

Other aspect
According to the simulation results in R1-2204241, it can be observed that AI cannot provide 100% beam prediction accuracy. Therefore, it is necessary to study hybrid AI based and non-AI based mechanism for beam management, where non-AI based scheme can be a complementary for AI based beam prediction. 
In addition, it could be possible that more than one use cases for AI based operation may be supported. Then how to manage multiple neural networks for different use cases could be another study point. In Rel-15, some CPU occupancy rules were introduced to management measurement and reports for multiple CSIs simultaneously. Similar framework can be considered for AI based operation.
Proposal 5: Since AI based beam prediction cannot provide 100% beam prediction accuracy, it is necessary to study hybrid AI based and non-AI based beam management.
Proposal 6: Study how to management multiple AI processing simultaneously. 
Conclusion
In this contribution, we provided some discussion on enhancement for AI based beam management. Based on the discussion, the following proposals have been achieved.
Proposal 1: Study spatial domain beam prediction with measurement for limited number of beams as well as a flexible beam measurement and report framework to support dynamic activation/deactivation of beam measurement reference signal and beam report.
Proposal 2: Study FR2 spatial domain beam prediction with FR1 measurements as well as CSI enhancement in FR1 to facilitate the beam prediction in FR2
Proposal 3: Study time domain beam prediction based on past measurement results as well as TCI activation/indication to facilitate the beam prediction in time domain.
Proposal 4: Study beam dwelling time prediction based on past measurement results as well as UE power saving schemes for beam measurement with regard to predicted beam dwelling time.
Proposal 5: Since AI based beam prediction cannot provide 100% beam prediction accuracy, it is necessary to study hybrid AI based and non-AI based beam management.
Proposal 6: Study how to management multiple AI processing simultaneously. 
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