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Introduction
AI/ML for physical layer has gained tremendous interest in academic and industry research in recent years. The first 3GPP SI will study the use of AI/ML technology in air interface design, through three carefully selected use cases [1]. In addition to evaluation the potential gain of AI/ML based approach, potential specification impact will be identified through the study.  
1) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback






AI based CSI enhancement is one of the key use cases which provide unique view on AI/ML for air interface framework. In this paper, we focus on the potential specification impact to enable auto-encoder/decoder based CSI feedback enhancement.  
Use case discussion   
Auto-encoder/decoder-based CSI feedback enhancement have attracted a lot of research interest in academic and industry. The general structure is shown in Fig. 1.  
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Fig. 1 General structure of auto-encoder/decoder based CSI feedback

The auto-encoder based approach split the inference between UE and gNB, which requires the level II UE-gNB collaboration with model transfer. As the propose of the R18 SI is to establish the framework of AI based air interface for future releases, this auto-encoder/decoder based CSI provide a unique representee use case for the framework study.

Proposal 1:    Auto-encoder/auto-decoder based CSI feedback for R18 AI based CSI study. 

Potential specification impact 
AI model training and transfer    
Auto-encoder/decoder based deep learning trains the overall encoder and decoder neural network by minimize the overall loss function of the decoder output versus the encoder input. The encoder/decoder training is centralized, while encoder inferencing is at the UE, and decoder inferencing is at the gNB. To achieve this, model transfer over the air is required. In addition, where the model is trained, i.e. where the intelligence is, is one discussion point. 

In general, we see two high level approaches. One is the neural network is trained at the UE side, the other approach is the neural network is trained at the gNB side, as shown in Fig. 2.  
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(a) Auto encoder/decoder trained at the network side and transfer to the UE
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(b) Auto encoder/decoder trained at the UE side and transfer to the network
Fig. 2. Auto-encoder/decoder training and model transfer
 
When the neural network is trained at the network side, network might be able to train different neural networks to improve performance based on different deployment, for example, separate neural network for indoor, or UMi or UMa deployment; or separate neural network for sTRP or different schemes of mTRP; or separate neural network based on number of antennas deployed in the cell. This enables the flexible adaptive codebook design and potentially optimize the system performance. 

However, there are drawbacks of the approach. 
· When the network trained the AI model, network is not aware of individual UE’s AI capability. UE might only optimize for certain network structure, or has memory limitation to store too many neural networks, or can only meet the processing timeline of CSI feedback for certain neural network etc.  This will require the network to train many different neural networks for different UE capabilities. 
· UE differentiation is also issue need to be addressed. With traditional codebook design such as type II codebook, the UE has large design flexibility for receiver algorithm design, balancing computation complexity and accuracy.  However, with the network trained AI based approach, after downloading AI encoder, UE will lose all the design choices.  
When the neural network is trained at the UE side, UE can train the neutral network correspond to its own capability, while the network side AI capacity is much constrained. The UE has all the down link measurement data in different cells, so potentially can train different neural networks for different deployments as well.  The main challenge of the approach is that the network may potentially manage large set of UE specific networks.  

Considering the pros and cons of two approaches, we have:
Proposal 2: Auto-encoder/auto-decoder trained at either UE side or at network side should be studied. 

Model format 
As shown in Fig. 2, either the AI encoder or the AI decoder needs to be transferred since the training is in different locations. 

A model contained the trained neural network that is used to make predictions on new data. The trained model is a file containing the layers and wights/bias of the deep neural network. The model is saved in a file depending on the machine learning framework that is used. For example, Keras saves models as .h5 file. ONNX (open neural network exchange format) [8] is an open format built to represent ML models. A summary of model format in [9] copied below for information.
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Due to diverse model format in current AI industry, it is expected that the model trained by different network vendors or UE vendors can have different formats. Defining AI model format is out of 3GPP RAN scope. One potential solution is that the network is responsible to convert the AI model to the format that UE supports.   

Proposal 3: Study potential specification impact with AI model exchange including model formats.   
Quantization    
The encoder output needs to be quantized before send back to gNB. Different quantization approaches are possible: 
· Approach 1: Quantization is trained together with encoder/decoder. The quantization can be non-learnable such as uniform quantization or learnable.  
· Approach 2: AI encoder/decoder is trained without quantization. Quantization is added separately to encoder output.  
In general, approach 1 has better performance while approach 2 are more flexible and can reduce the number of neural networks to be stored for different feedback overhead. Approach 2 is similar to current codebook approach where neural network only replaces the codebook itself and quantization is specified in the specification.  
Proposal 4: Consider quantization be part of the AI model or specified separately.  
Configuration for encoder input and output
Domain knowledge has been widely used in traditional codebook design. In type II code book, the spatial domain bases and frequency domain correlation are both used to reduce the feedback overhead. Similar conversion was also used in [2] to pre-process the data set for AI input, and the following research [3-7] also used similar domain knowledge processing.  It is also possible to design neural network to automatically extract the spatial/frequency/time correlation therefore no processing is used. It is possible different vendors might design the neural network differently, therefore whether and how the data is preprocessed for AI model input needs to be studied. If both are found beneficial, then the use of preprocessing can be signaled to the UE for encoder inferencing.  

Proposal 5: Input to the AI encoder needs to be specified such as network configuration of pre-processing.
It is possible that a set of neural networks are designed or downloaded to the UE, corresponding to different neural network design methodology. Different neural networks might be defined for different channel condition, different rank, and different feedback overhead. After the UE perform CSI-RS measurement, the UE needs to decide the best rank and choose the corresponding neural network encoder. In this case, UE is likely to include the neural network information in the CSI report so the gNB knows the corresponding decoder to choose.  

Proposal 6: Output of the AI decoder needs to be specified such as encoder neural network ID.

Life cycle management   
Since model transfer is evolved in the AI based CSI feedback enhancement, AI life cycle management is one area to work on. Several issues need to be considered for the life cycle management including:
· How is the AI model performance monitored to avoid model failure?
· How frequent AI model will be updated?
· Which network entity/function to manage the life cycle management of the AI models for air interface?
· Whether training data can be left for implementation-based solution for either UE trained or network trained encoder/decoder?   
Proposal 7: AI life cycle management needs to be specified.  
Testability    
In traditional DL CSI acquisition, there are two schemes on high level: CSI feedback based, and SRS based. For SRS based CSI acquisition, UE sends SRS, and gNB performs measurement on the SRS. How the precoding and the corresponding MCS is derived is gNB’s responsibility, and there is no test case associated for UE performance test. Of course, it is possible in a further step, gNB can trigger CSI reporting from UE with a configured beamformed CSI-RS, for which the beamforming weight is generated from SRS measurement, and UE is required to feedback RI/CQI/PMI. Note that falls under the paradigm of CSI feedback-based acquisition, which mandates a totally different UE behavior. 

For CSI feedback based CSI acquisition, the UE will calculate RI, PMI and corresponding CQI and feedback to the gNB. UE should ensure the RI, PMI and CQI meet the requirement defined by RAN4 for PMI test.   

For AI based CSI feedback, if the approach shown in Fig. 2a is adopted, the UE will have limited control of the precoder calculation since the AI encoder is trained at the network and downloaded to the UE, and the UE is oblivious to the decoder gNB uses at its own side. It would be problematic to ask the UE to generate a CQI report with the PMI of decoder output. This is similar to the SRS based approach in some sense, over there the UE is not asked to generate PMI and CQI either. Therefore, there might not be any test cases and requirement for the accuracy of the AI based CSI feedback in this approach. 

On the other hand, if the approach shown in Fig. 2b is adopted, since AI encoder and decoder is trained by the UE, the UE should take the responsibility that the precoder feedback and corresponding CQI meet the requirement. Test case and requirement can be defined similar as current PMI test, assuming gNB will use the decoder the UE uploaded. 

Proposal 8: Testability of AI based CSI feedback needs to be studied based on where the AI encoder/decoder is trained.  
Conclusion
In the paper, we discuss the evaluation methodology and initial evaluation result for AI based CSI enhancement.   The proposals are: 
Proposal 1: Auto-encoder/auto-decoder based CSI feedback for R18 AI based CSI study.

Proposal 2: Auto-encoder/auto-decoder trained at either UE side or at network side should be studied. 
Proposal 3: Study potential specification impact with AI model exchange including model formats.   
Proposal 4: Consider quantization be part of the AI model or specified separately.  
Proposal 5: Input to the AI encoder needs to be specified such as network configuration of pre-processing.
Proposal 6: Output of the AI decoder needs to be specified such as encoder neural network ID.
Proposal 7: AI life cycle management needs to be specified.  
Proposal 8: Testability of AI based CSI feedback needs to be studied based on where the AI encoder/decoder is trained.  
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Model Serving File Serialization Formats
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