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Introduction
In the SID on artificial intelligence (AI)/machine learning (ML) for NR air interface, AI/ML framework investigation was included, as captured below [1]. 
	AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate



In addition to framework investigation, we discuss general aspects for AI/ML evaluation in this contribution. 
Discussion
Functional framework structure
In Rel-17, data collection based on AI/ML had been studied in RAN3 and the results were captured in TR 37.817. Since the TR already well define AI/ML terminologies and functional framework, we think that it can be a good starting point of discussion for AI/ML for air interface. Fig1 shows the functional framework defined in the TR.


Fig1. Functional Framework for RAN Intelligence [2]

As shown in the figure, the framework defines four functions and their relation. For ease of discussion, we suggest to adopt this AI/ML framework structure where most parts such as terms, functions and their definitions can be reused for AI/ML for air interface. Details of this framework would of course need to be studied from air-interface perspective.
Proposal#1: Functional framework for AI/ML for air-interface comprises 4 functions as defined in TR 37.817
· Data collection
· Model training
· Model inference
· Actor

· Data collection
Data collection function provides training data to model training function, and provides inference data to model inference function. Depending on AI/ML deployment scenarios or categories, the source of data can be different. For example, for UE AI/ML, the input data for AI/ML could be composed of UE’s own data (e.g. measurement, sensor data, etc.) or composed of both UE data and gNB data. For gNB AI/ML, similarly, the input data for AI/ML could come from gNB only or from both gNB and UE. For joint AI/ML training between gNB and UE, the data likely comes from both gNB and UE.
Observation#1: Data collection function can be categorized into two, depending on input data composition for AI/ML model
· Input data comes from a single entity, i.e. either gNB or UE
· Input data comes from both gNB and UE

· Model training
From the definition in TR 37.817, model training is a function that performs the AI/ML model training, validation, and testing. In most cases, model training function would be done by a single entity, i.e. either gNB or UE, but the result could be shared to other entity as well as own entity. For example, gNB may have training function and its result can be shared to UE (e.g. deploy/update AI/ML model of UE).
Observation#2: Typically a single entity, i.e. either gNB or UE, would perform model training but the result may be shared to other entity depending on scenario.

· Model inference
Model inference function provides AI/ML model inference output (e.g., predictions or decisions). This function could be on one entity or both gNB and UE. If we consider joint AI/ML where AI/ML training is done by a single entity but its result is shared to other entity, both UE and gNB could have model inference.
Observation#3: Model inference function can be on a single entity (either gNB or UE) or both gNB and UE depending on scenario.

· Actor
Actor is a function that receives the output from the model inference function and triggers or performs corresponding actions. Typically, actor exists in the same entity as inference.
Observation#4: Typically, model inference function and actor function exist in the same entity.

Based on above observations, we think that AI/ML model categorization can be done based on that which entity has which function(s). 
Proposal#2: AI/ML model can be categorized based on different scenarios in that which entity has which function(s). 

Stages of AI/ML algorithms
In general AI/ML algorithms, we can consider the following three stages.

Stage 1: Model training & deployment stage, which may include
- Model set-up: decision on algorithm, details of input/output/hidden layers and nodes, activation function, etc.
- Model training/validation/testing based on input data

Stage 2. Model inference stage, which may include
- Model inference and action
- Model monitoring

Stage 3. Model update stage 

Stage 1 and Stage 2/3 are sequential, i.e. Stage 1 always occur before Stage 2 or Stage 3. On the other hand, Stage 3 may occur after Stage 2 (e.g. terminating inference/action, and then update AI/ML model) or may occur simultaneously with Stage 2 (e.g. keep updating AI/ML model without termination). Thus, we propose the following:

Proposal#3: Following states can be considered for defining stages of AI/ML algorithms
· Model training & deployment stage 
· Model inference stage
· Further consider whether to define another stage for model update which could include model termination

Life cycle management of AI/ML model
In our view, life cycle management of AI/ML model is closely related to the stages of AI/ML algorithm discussed in the previous section. Since the details of AI/ML algorithm would be specification transparent, we can only define performance reference/requirement of AI/ML, which could be dependent on AI/ML algorithm, learning status, etc. Especially, AI/ML model for air interface would need to be kept updated due to the time-varying nature of wireless channel so that its performance would be hard to be always stable, e.g. when UE enters a new cell environment. Accordingly, we suggest to consider multiple learning stages or classes, where each stage or class may be defined based on respective performance reference/requirement, training status, etc. 

Proposal#4: Consider multiple learning stages or classes, where each stage or class may be defined based on respective performance reference/requirement, training status, etc.

UE-gNB collaboration levels
During RAN plenary discussion, UE-gNB collaboration levels had been discussed [3]. Intermediate discussion result is captured below:
	· 0a) No collaboration framework: AI/ML algorithms purely implementation based and not requiring air-interface changes.
· 0b) No collaboration framework with modified Air-Interface catering to efficient implementation-based AI/ML algorithms.
· 1) Inter-node assistance to improve the respective nodes’ AI/ML algorithms. This would apply to UEs getting assistance from gNBs (for training, adaptation, etc.) and vice-versa. This level does not require model exchange between network nodes.
· 2) Joint ML operation between UEs and gNBs. This level requires AI/ML model instruction or exchange between network nodes.



The discussion stopped due to some concerns on ambiguity of distinction between collaboration levels for some AI/ML scenarios and due to its no impact on scoping SI. In our view, this type of categorization of collaboration levels may be dependent on exact use case, algorithm assumption and scenario. In this regard, it may be clearer to define AI/ML model categorization based on that which AI/ML function is operated by which entity, i.e. gNB, UE or gNB+UE as we proposed in Proposal #2. If the main motivation of defining UE-gNB collaboration levels is to limit the subsequent WI scope for Rel-19+, it may be better to discuss this after converging on potential approaches for each use case because it would give us clearer image for each category.

Proposal#5: Suggest to discuss categorization of UE-gNB collaboration levels after converging on technical approaches for AI/ML use cases to have a clearer image for each category.

Data set management 
In AI/ML, the data set can consist of training data, validation data and test data. Training data is used for initial fitting of AI/ML model where the model fit can include both variable selection and parameter estimation. Then, the validation data set is used to evaluate the model fit on the training data set, so the final model can be obtained from training data set and validation data set. Finally, the test data set can provide evaluation of the final AI/ML model fit. There is no certain rule for the data set separation, and the data split ratio for training:validation:test = 60:20:20 or 80:10:10 is normally used. Therefore, in order to align the evaluation among the companies, one ratio can be selected. 
Observation#5: Typically, the data split ratio of training:validation:test = 60:20:20 or 80:10:10 is used.
Proposal#6. For calibration purpose, choose one data split ratio of training:validation:test. 
For the data generation, there are two approaches. One approach is based on the well-known 3GPP channel model (e.g., statistical model in TR 38.901 or in TR 38.857). This approach has a merit that it could effectively emulate the various radio environment, meanwhile it may not be sufficient to reflect the channel information in real-world. To fully reflect the channel in real-world, field data can be considered as another approach. Since the AI/ML is data-driven, using real-world channel data can provide more practical results. However, it requires huge resources/efforts to collect such data. For example, in the simulation, various assumptions and deployment scenarios including Dense Urban, Indoor, Indoor office, macro/micro urban, Rural and etc. should be considered in order to verify the performance. Thus, it seems reasonable and sufficient to use statistical channel model to collect data. 
Proposal#7. For the construction of data set, using 3GPP channel model (e.g., statistical model in TR 38.901 or in TR 38.857) seems sufficient.

Evaluation methodology for common aspect
Depending on use cases, evaluation assumptions and methodology can be diverge, so their KPI/performance metric should be set carefully. In this study item, AI/ML based CSI feedback enhancement, beam management and positioning accuracy enhancement are considered as initial use cases, and potential down-selection will be done. Thus, the benefit from such enhancement should be fairly shown, and to this end, proper baseline scheme should be selected. 
Typically, LLS is used to see the performance of point-to-point physical layer techniques, so that it is assumed environment with a single cell and a single UE. In this sense, LLS can be used for use cases related to AI/ML based prediction and estimation. Meanwhile, SLS is used to obtain network level performance of cellular system with various deployment scenarios. Especially, use cases to see system throughput which have UE and scheduler dependency can be conducted with SLS. Therefore, for the evaluation, both link-level simulation (LLS) and system-level simulation (SLS) are considered, and RAN1 should discuss which simulation is needed per use case. Also, since the simulation assumptions and simulators are different among the companies, alignment of common ground on simulation should be considered for the fair performance comparison among the companies. Although the actual AI/ML model may not be specified, it is preferred to align the assumption of AI/ML model (e.g., model architecture, parameterization, model size, etc.) for the ease of discussion. 
Proposal#8. For calibration purpose, it is preferred to align AI Model (e.g., model architecture, parameterization, model size, etc.) among the companies.

For the AI/ML, it seems difficult to quantitatively compare the computational complexity between the baseline scheme and proposed AI/ML based enhancement, since computational complexity of AI/ML depends on many parameters in training and/or inference. Also, complexity can have dependency whether it is offline learning and online learning. In general, for the complexity comparison among AI models, counting flops (floating point operations) is used. However, the range of flops for AI/ML model is usually much larger than the baseline scheme. Thus, it is important to discuss how to fairly compare computational complexity between AI/ML based scheme and baseline scheme. 

Proposal#9. RAN1 needs to discuss how to fairly compare computational complexity including training and inference with baseline schemes. 

Conclusion
In this contribution, the following observations and proposals are provided.
[bookmark: _GoBack]
Observation#1: Data collection function can be categorized into two, depending on input data composition for AI/ML model
· Input data comes from a single entity, i.e. either gNB or UE
· Input data comes from both gNB and UE

Observation#2: Typically a single entity, i.e. either gNB or UE, would perform model training but the result may be shared to other entity depending on scenario.

Observation#3: Model inference function can be on a single entity (either gNB or UE) or both gNB and UE depending on scenario.

Observation#4: Typically, model inference function and actor function exist in the same entity.

Observation#5: Typically, the data split ratio of training:validation:test = 60:20:20 or 80:10:10 is used.

Proposal#1: Functional framework for AI/ML for air-interface comprises 4 functions as defined in TR 37.817
· Data collection
· Model training
· Model inference
· Actor

Proposal#2: AI/ML model can be categorized based on different scenarios in that which entity has which function(s). 

Proposal#3: Following states can be considered for defining stages of AI/ML algorithms
· Model training & deployment stage 
· Model inference stage
· Further consider whether to define another stage for model update which could include model termination

Proposal#4: Consider multiple learning stages or classes, where each stage or class may be defined based on respective performance reference/requirement, training status, etc.

Proposal#5: Suggest to discuss categorization of UE-gNB collaboration levels after converging on technical approaches for AI/ML use cases to have a clearer image for each category.

Proposal#6. For calibration purpose, choose one data split ratio of training:validation:test. 

Proposal#7. For the construction of data set, using 3GPP channel model (e.g., statistical model in TR 38.901 or in TR 38.857) seems sufficient.

Proposal#8. For calibration purpose, it is preferred to align AI Model (e.g., model architecture, parameterization, model size, etc.) among the companies.

Proposal#9. RAN1 needs to discuss how to fairly compare computational complexity including training and inference with baseline schemes. 
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