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Introduction
The SID [1] of artificial intelligent (AI) and machine learning (ML) for NR air interface was agreed in RAN#94e meeting. The initial set of use cases including beam management was selected as followings
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1]
As other aspects of AI/ML beam management, we categorize the potential sub use cases and discuss the collaboration mechanism between NW and UE.
Discussion
Sub use cases of AI/ML beam management
In our view, the general use case of beam management can be categorized into sub use cases as clearly noted in the SID. But at early stage of study phase, we are open for more refined and sophisticated classification of sub use cases, not necessary to strictly limited to what follows.
· Beam prediction in spatial domain for overhead/latency reduction
· Beam prediction in time domain for overhead/latency reduction
· Beam selection accuracy improvement
AI/ML beam prediction in spatial domain 
In our observation, the beam prediction in spatial domain was the most widely considered and discussed in the pre-Rel.18 phase. To have more concrete understanding, it is illustrated in Figure 1 where up to 64 Tx beams at NW and 4 Rx beams per panel at UE are deployed. The purpose is to reduce the overhead and latency associated with conventional beam sweeping procedures at FR2. 


Figure 1 [bookmark: _Ref101169651]: Only a subset of DL beams measured among all DL beams
Beam prediction in spatial domain can be carried out in two phases. The 1st phase is the training phase in which the implemented neural network (NN) collects data (a subset of measured beam pairs), label (beam pair index(es) with highest metric, e.g. L1-RSRP), then gets trained and verified/tested. The 2nd phase can be called as the inference or prediction in the sub use case. Only a subset of beam pairs (highlighted as yellow in Figure 1) is actually measured and/or reported as input to the NN, then the out of the NN is the predicted best K Tx beam(s) or beam pair(s) and the corresponding performance metric. Note that by mentioning the “beam pair”, we would like to clarify that it includes information of both Tx beam and Rx beam.


Figure 2 [bookmark: _Ref101880856]: Illustration of beam prediction in spatial domain
In our view, this sub use case can be referred as a super-resolution problem as depicted in Figure 2. In our evaluation [2], classic deep neural network (DNN), a.k.a. full-connection model could be applicable to fulfill the prediction function. Thanks to the simplicity and computation-friendly feature of the DNN model, the beam prediction in spatial domain can be a good starting point to evaluate the benefits of AI/ML approach over traditional scheme.
Proposal 1: For overhead and latency reduction, study the sub use case of AI/ML-based beam prediction in spatial domain as a starting point.
AI/ML beam prediction in time domain
To illustrate our understanding, the AI/ML beam prediction in time domain is depicted as in Figure 3 in which UE mobility with trajectory on road is expected. Similarly, time domain beam prediction can be operated in two phases as well, i.e. training phase and inference (prediction) phase. 
During training phase, multiple sequential measurements in time domain are collected as inputs to the NN. The labels can be marked by best beams in sequence for a few of time instances. With such data set, NN can be trained and verified/tested. Afterwards, with the inputs of the past n+1 time instances of beam information, NN predicts the best beam(s) for the forthcoming m instances with performance metric (e.g. L1-RSRP) in time domain.
[image: ]
Figure 3 [bookmark: _Ref101338405]: beam prediction in time domain considering UE mobility
[bookmark: _GoBack]The merit of time domain beam prediction is to avoid or reduce the frequent beam measurement, reporting and indication when UE travels across multiple DL beams coverage or even from cell to cell (inter-cell mobility). Therefore, the overhead and latency in time domain can be reduced accordingly.
When compared with beam prediction in spatial domain, the beam prediction in time domain involves the assumption of UE mobility, therefore more evaluation effort in system level and larger data set to prepare and to collect are expected. Hence, though we are open for this sub use case but would not assign it with top priority at current stage.
Proposal 2: Beam prediction in time domain can be studied and evaluated, but not with top priority. 
Collaboration between NW and UE
For either training or inference phase, the collaboration between NW and UE could be essential on enabling NN model(s). The NR standard can be heavily impacted by adopted collaboration frameworks, if the AI/ML beam management is to be specified for NR in upcoming release. 
In RANP#94, collaboration frameworks were discussed and summarized in [3]. We understand these collaboration frameworks quoted below could serve as a starting point for triggering more discussion on the collaborations frameworks in a pre-SI phase.
0a) No collaboration framework, AL/ML algorithms are implementation based without air-interface changes.
0b) No collaboration framework with modified air-interface catering to efficient implementation-based AI/ML algorithms.
1) Inter-node assistance to improve the respective nodes’ AI/ML algorithms. This would apply to UEs getting assistance from gNBs and vice-versa. This level does not require model exchange between network nodes.
2) Joint AI/ML operation between UEs and gNBs. This level requires AI/ML model instruction or exchange between network nodes.
After RANP#94e, our categorization on collaboration framework taking account NN model and/or signaling exchange before and/or during inference can be found in our paper [4] for the general aspects of AI/ML. For easy comparison, a summary table can be given 
Table 1 [bookmark: _Ref101895350]: Collaboration framework (without consideration on online training)
	Collaboration level
	Potential specification impacts
	Example sub use case

	0a
	No information exchange for AI/ML inference and no new parameter/configuration for AI/ML
	None
	gNB-side non-collaborative AI/ML algorithm

	0b
	No information exchange for AI/ML inference but new parameter/configuration is added for AI/ML
	· New parameter/ configuration to support AI/ML algorithm
	Additional/modified RS pattern/configuration for beam prediction or positioning enhancement

	1a
	Signaling exchange for AI/ML inference without model exchange
	before AI/ML inference
	· Signaling enabling AI/ML inference
· AI/ML inference configuration
	Most of sub use cases with UE-side AI/ML inference.

	1b
	
	before & during AI/ML inference
	· Before AI/ML inference: see 1a.
· During AI/ML inference: UE-side AI/ML inference output sent to gNB side as input of gNB-side AI/ML inference 
	CSI feedback compression without model downloading (e.g. the model is preloaded).

	2a
	Model exchange for AI/ML inference without signaling exchange
	before AI/ML inference
	· Mechanism supporting AI/ML model downloading/uploading.
	Some positioning AI/ML model’s updating.

	3a
	Signaling & model exchange for AI/ML inference
	before AI/ML inference
	· For signaling exchange: see 1a
· For model exchange: see 2a.
	Most of use cases requiring AI/ML model downloading.

	3b
	
	Signaling exchange before & during AI/ML inference.
Model exchange before AI/ML inference.
	· For signaling exchange: see 1b
· For model exchange: see 2a.
	CSI feedback compression with model downloading.


Next, we present our interpretation of Table 1 on these frameworks which could be potential framework for the use cases of AI/ML beam management.
For collaboration type 0a, there is no collaboration between NW and UE and AI/ML algorithms are implementated based on existing NR signaling mechanism. For the sub use case of AI/ML prediction in spatial domain, the existing signaling, e.g. DL beam measurement or UE beam reporting can be leveraged to assist NN model(s) for inference. The legacy beam-related reporting can be deemed as a kind of non-AI specific collaboration, but without air-interface changes.  
For collaboration type 0b, the only difference with type 0a is that AI/ML algorithms are catered with modified air-interface. Which part of air-interface to be modified for beam prediction can be studied and investigated, and it may depend on the NN model(s) deployed at NW, UE, or both. 
Collaboration type 1b involves inter-node (between NW and UE) AI/ML-dedicated assistance but no model exchange/transfer. For instance, the output of AI/ML inference at UE side could be signaled or reported to NW as input of NN model at NW side. That’s also one potential way of implementing NN models at both side for beam prediction as well as the sub use case of CSI compression.  
With above analysis, we would like to share following observation
Observation 1: Collaboration framework 0a and 0b involves no AI/ML-specific signaling nor model exchange, but they can enable AI/ML-based beam prediction with the aid of existing NR mechanism or modified/enhanced NR system;
Observation 2: Collaboration framework 1b involves AI/ML-specific signaling but no model exchange and it facilitates inference at both sides for AI/ML beam prediction.
In our understanding so far, the collaboration types can be categorized in Table 1 for inference phase. The potential sub use cases are also listed as examples for each type. However, there are still chance to further refine these types on a per sub use case basis. The more technical details we dig, the more understanding on classification on collaboration types can be obtained. Moreover, the collaboration types in training phase and inference phase could be drastically different. Hence, we have following proposal 
Proposal 3: Study the mechanism and necessity of collaboration framework(s) on a per use case basis for AI/ML beam management. 
Conclusion
In this section, allow us to repeat our observations and proposals
Observation 1: Collaboration framework 0a and 0b involves no AI/ML-specific signaling nor model exchange, but they can enable AI/ML-based beam prediction with the aid of existing NR mechanism or modified/enhanced NR system;
Observation 2: Collaboration framework 1b involves AI/ML-specific signaling but no model exchange and it facilitates inference at both sides for AI/ML beam prediction.
Proposal 1: For overhead and latency reduction, study the sub use case of AI/ML-based beam prediction in spatial domain as a starting point.
Proposal 2: Beam prediction in time domain can be studied and evaluated, but not with top priority.
Proposal 3: Study the mechanism and necessity of collaboration framework(s) on a per use case basis for AI/ML beam management. 
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