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Introduction
The SID of artificial intelligent (AI)/machine learning (ML) for NR air-interface was agreed in RAN#94e meeting [1]. In our companion contribution [3], the evaluation methodology, KPI and some preliminary performance evaluation results are introduced. In this paper, other aspects on AI/ML for CSI feedback enhancement are addressed, e.g., representative sub use cases, gNB-UE collaboration framework, potential specification impacts.
Discussion
Sub use cases
The following sub use cases were ever proposed for CSI feedback enhancement in RAN discussion [2]. 
· Accuracy improvement and overhead reduction
· CSI prediction
· Uplink assisted downlink CSI feedback enhancement
· Joint channel estimation and CSI feedback
In our companion contribution [3], a general principle for identifying representative sub use cases is proposed. Following the general principle, the principle for identifying representative sub use cases for CSI feedback enhancement is proposed as below:
Proposal 1: For AI/ML based CSI feedback enhancement, investigate the following aspects for each sub use case. And first identify the sub use case(s) ready for the following aspects as representative sub use case(s).
1) Potential performance gain (e.g., shown in preliminary evaluation results).
2) Feasible evaluation methodology and valid training data set (incl. training set generation methodology).  
3) Reasonable non-AI/ML-based baseline for performance gain analysis.
4) Potential specification impacts.
Other sub use cases can be further discussed.
Note: Sub use cases without 3) and/or 4) will not be precluded.
Based on the above principle, the potential sub use cases are analyzed:
CSI feedback compression:
The sub use case mainly targets the CSI feedback enhancement in frequency and spatial domain. By exploring the frequency correlation between sub-bands or resource blocks (RBs) and the spatial correlation between antenna ports with AI/ML mechanisms, the CSI recovery accuracy can be improved and meanwhile the CSI feedback overhead can be reduced. 
[image: ]
Figure 1: CSI feedback compression
This sub use case can be prioritized in the study considering:
· First, this sub use case has been well investigated in the academic papers and AI/ML competitions. And quite a few companies have shown preliminary evaluation results, e.g., the results in [3] show that the AI/ML-based CSI feedback can achieve higher CSI recovery accuracy (e.g. in terms of square of generalized cosine similarity (SGCS)) than the Rel-16 eType II baseline under the same CSI feedback overhead. Although the system level performance (e.g. in terms of throughput) needs further investigation, the preliminary results can justify the necessity of study and evaluation as a representative sub use case.
· Second, the link-level evaluation (e.g. in SGCS) methodology has been clear, as introduced in [3]. The system-level evaluation (e.g. in throughput) methodology can be based on the Rel-16 CSI feedback evaluation. The training data set for this sub use case can be generated as introduced in [3]. And the example data set has been exampled by some companies (downloadable at https://wireless-intelligence.com/#/dataSet?id=2c92185c7e3f1aa4017e3f2b9d6e0000).
· Third, at least the Rel-16 Type I and eType II codebook mechanisms and evaluation methodology can be reused as the baseline for direct comparison. Other non-AI/ML approaches can be further discussed for comparison baseline.
· At last, this sub use case may lead to some potential specification impacts on 5G NR. For example, some new signaling is needed to align the understanding between UE and gNB about which pair of AI/ML models should be used for the encoder and decoder in Figure 1. The signaling will be further discussed in Section 2.2.
CSI prediction:
This sub use case intends to provide dense CSI estimation using sparse CSI measurements in time domain. The AI/ML approach can predict the future CSI changes based on the past measurement results. The CSI prediction is helpful in the relatively high-speed scenarios (e.g. UE speed > 30km/h) where CSI ages rapidly so that the current CSI feedback cannot be fitly used for the following downlink transmission. By exploring the CSI time correlation between different slots or CSI feedback periods, the AI/ML based CSI prediction may help to enhance the CSI accuracy in high speed scenarios. Another usage of the CSI prediction is to reduce the CSI measurement/feedback overhead in time domain.
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Figure 2: CSI prediction
In principle, CSI prediction may improve the CSI accuracy and reduce the CSI overhead. Some academies and companies provided preliminary evaluation results showing gains. And this sub use case is expected to bring some potential specification impacts. For example, the CSI reporting and indicating on time-domain method may be modified to support the CSI prediction. 
However, we have not seen a clear and stable evaluation methodology and training data set for this sub use case. For example, whether the full channel state information or only the eigenvector CSI should be predicted needs further discussion. Another issue is what performance metric is used: CSI accuracy, compression rate, or throughput improvement? Moreover, the baseline approach for performance comparison is unclear. And the on-going Rel-18 CSI enhancement work item is also exploiting doppler-domain information whose relationship with AI/ML-based CSI prediction needs to be clarified.
Other sub use cases:
The sub use case “AI/ML based uplink assisted downlink CSI feedback” is considered as a potential enhancement over Rel-17 CSI feedback mechanism. By exploiting the partial reciprocity between uplink CSI and downlink CSI, the downlink CSI feedback accuracy may be further enhanced. The potential specification impact for this sub use case is that some signaling on the air-interface may be utilized to indicate the partial reciprocity.
For the fourth use case, the AI/ML based joint channel estimation and CSI feedback is also meaningful, wherein the channel estimation accuracy may be improved with modified reference signal (RS) pattern and reduced RS overhead, which may further lead to higher CSI feedback accuracy. 
However, these two sub use cases have not been widely considered and pre-researched in current stage, we also prefer to study these two sub use cases in later phase of this SID. Therefore, we have the proposal:
Observation 1: The readiness for representative sub use case:
	
	Potential performance gain shown in preliminary evaluation results
	Feasible evaluation methodology and valid training data set
	Reasonable non-AI/ML-based baseline for performance gain analysis
	Potential specification impacts

	CSI feedback compression
	Yes
	Yes
	Yes
	Yes

	CSI prediction
	Yes
	Unclear
	Unclear
	Yes



Proposal 2: Identify “CSI feedback compression” as the representative sub use case for CSI feedback enhancement.
Proposal 3: Further clarify sub use case “CSI prediction” on following aspects before it is identified as a representative sub use case:
· Feasible evaluation methodology, data set and performance metric.
· Whether the full channel state information or only the eigenvector CSI should be predicted needs clarification.
· Reasonable non-AI/ML-based baseline for performance comparison.
gNB-UE collaboration framework and potential specification impacts
[bookmark: _Hlk102056405]In our companion contribution [4], an improved categorization for the collaboration levels is proposed (as in Table 1):
Table 1: Collaboration framework (without consideration on online training)
	Level
	Signaling exchange
	Model exchange
	Before inference
	During inference
	Specification impacts
	Example

	0a
	N/A
	N/A
	N/A
	N/A
	No
	gNB-side non-collaborative AI/ML algorithm

	0b
	N/A
	N/A
	N/A
	N/A
	· New parameter/ configuration to support AI/ML algorithm
	Additional/modified RS pattern/configuration for beam prediction or positioning enhancement

	1a
	Yes
	No
	Yes
	No
	· Signaling enabling AI/ML inference
· AI/ML inference configuration
	Most of sub use cases with UE-side AI/ML inference.

	1b
	Yes
	No
	Yes
	Yes
	· Before AI/ML inference: see 1a.
· During AI/ML inference: UE-side AI/ML inference output sent to gNB side as input of gNB-side AI/ML inference
	CSI feedback compression without model downloading (e.g. the model is preloaded).

	2a
	No
	Yes
	Yes
	No
	· Mechanism supporting AI/ML model downloading/uploading
	Some positioning AI/ML model’s updating.

	3a
	Yes
	Yes
	Yes
	No
	· For signaling exchange: see 1a
· For model exchange: see 2a.
	Most of use cases requiring AI/ML model downloading.

	3b
	Yes 
	Yes 
	Yes 
	Yes 
	· For signaling exchange: see 1b
· For model exchange: see 2a.
	CSI feedback compression with model downloading.



[bookmark: _Hlk102056388]Based on the preliminary proposals and evaluations from companies, CSI feedback compression is based on “encoderdecoder” approach, which requires signaling exchange before and during the AI/ML-based CSI encoding/decoding procedure. If the model downloading/uploading procedure needs to be specified in the specifications, CSI feedback compression is with Collaboration level 3b. In the model downloading/uploading procedure does not need to be specified in the specifications (e.g. assuming the model has been preloaded with gNB/UE implementation), CSI feedback compression is with Collaboration level 1b. 
CSI prediction may be implemented independently on gNB or UE side, and not require signaling exchange during the AI/ML-based CSI encoding/decoding procedure. However, many details need to be further clarified. The collaboration levels related to CSI prediction can be further studied.
Proposal 4: For CSI feedback compression, study on following collaboration levels:
· Level 1b: Signaling exchange for AI/ML inference without model exchange before and during AI/ML inference.
· Level 3b: Signaling exchange for AI/ML inference before and during AI/ML inference, and model exchange for AI/ML inference before AI/ML inference.
Further clarify details of the CSI prediction before identifying its collaboration level.
Conclusion
In this contribution, we provide some discussions on the sub use selections and possible specification impacts on AI/ML for CSI feedback enhancement. Based on the discussions, we have following proposals:
Proposal 1: For AI/ML based CSI feedback enhancement, investigate the following aspects for each sub use case. And first identify the sub use case(s) ready for the following aspects as representative sub use case(s).
1) Potential performance gain (e.g., shown in preliminary evaluation results).
2) Feasible evaluation methodology and valid training data set (incl. training set generation methodology).  
3) Reasonable non-AI/ML-based baseline for performance gain analysis.
4) Potential specification impacts.
Other sub use cases can be further discussed.
Note: Sub use cases without 3) and/or 4) will not be precluded.
Observation 1: The readiness for representative sub use case:
	
	Potential performance gain shown in preliminary evaluation results
	Feasible evaluation methodology and valid training data set
	Reasonable non-AI/ML-based baseline for performance gain analysis
	Potential specification impacts

	CSI feedback compression
	Yes
	Yes
	Yes
	Yes

	CSI prediction
	Yes
	Unclear
	Unclear
	Yes



Proposal 2: Identify “CSI feedback compression” as the representative sub use case for CSI feedback enhancement.
Proposal 3: Further clarify sub use case “CSI prediction” on following aspects before it is identified as a representative sub use case:
· Feasible evaluation methodology, data set and performance metric.
· Whether the full channel state information or only the eigenvector CSI should be predicted needs clarification.
· Reasonable non-AI/ML-based baseline for performance comparison.
[bookmark: _GoBack]Proposal 4: For CSI feedback compression, study on following collaboration levels:
· Level 1b: Signaling exchange for AI/ML inference without model exchange before and during AI/ML inference.
· Level 3b: Signaling exchange for AI/ML inference before and during AI/ML inference, and model exchange for AI/ML inference before AI/ML inference.
Further clarify details of the CSI prediction before identifying its collaboration level.
References
[1] RP-213599, New SI: Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface, Qualcomm, RAN#94-e, Dec. 2021
[2] RP-212668, Moderator’s summary for discussion [RAN94e-R18Prep-08] AI/ML for Air Interface, Moderator (Qualcomm), RAN#94-e, Dec. 2021.
[3] R1-2204015, Evaluation methodology and preliminary results on AI/ML for CSI feedback enhancement, OPPO, RAN1#109-e, May. 2022
[4] [bookmark: _Hlk102056450]R1-2204014, On general aspects of AI/ML framework, OPPO, RAN1#109-e, May. 2022
[5] [bookmark: _Hlk101881344]3GPP TR 22.874 “5G System (5GS); Study on traffic characteristics and performance requirements for AI/ML model transfer”
image2.jpg
Nown iSO

g

CSI feedback

fime 0 -N-1




image1.png
SGCS

Al Encoder

|

Al Decoder

f

Quantization

Bitstream

Dequantization





