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Introduction
The SID [1] of artificial intelligent (AI) and machine learning (ML) for NR air interface was agreed in RAN#94e meeting. The scope of SID including identification and evaluation for different use cases, as well as the potential specification impacts. Based on the SID, we introduce some general understandings and suggestions in this paper, regarding the timeline schedule for this study, data set construction, complexity evaluation, principle on how to identify sub use cases, category for different collaboration levels and specification impacts
Discussions
Interaction between sub use case identification and evaluation procedures
In the SID [1], three main parts are listed in objectives, i.e., use case identification, evaluation discussion and the potential spec impacts. And for each use case, the study is split into two agenda items. The evaluation methodology and evaluation results will be discussed in AI 9.2.x.1 and the representative sub use cases and potential specification impacts will be identified in AI 9.2.x.2. 
Although in the first phase of the study item, AI 9.2.x.1 can carry out some pre-study on general evaluation methodology and data set preparation for the use case meanwhile AI 9.2.x.2 is identifying the representative sub use case, it will be too late to start evaluations for all sub use cases starting from 2023Q1. Considering the limited capacity and stringent timeline of the study item, it would be better to first identify the sub use cases with relatively clear potential and common understanding as representative sub use cases, and kick off their studies on evaluation methodology and formal evaluation, hopefully starting from 2022Q4. 
There for it is proposed to adopt the 2-wave approach for the sub use case identification and evaluation procedure. As show in Fig.1, in 2022Q2-Q3, AI 9.2.x.1 can first try to align common understandings for the general evaluation methodology, data set, reference model of the use case, meanwhile AI 9.2.x.2 tries to sort out the first batch of representative sub use cases which have relatively mature pre-study. Thus the formal evaluation methodology and evaluation calibration of the first batch of representative sub use cases can start from RAN1#110-e-bis.
And in 2022Q4, meanwhile AI 9.2.x.1 studies and evaluate the first batch of representative sub use cases, AI 9.2.x.2 can still continue to study other use cases and identify more representative sub use cases. The second batch of representative sub use cases can be identified by RAN1#111. AI 9.2.x.1 can study and evaluate the second batch of representative sub use cases starting from 2023Q1. As guidance from the SID, after RAN1#111, no more discussions on proposing more representative sub use cases are allowed. And the group should focus on the already identified sub use cases and the potential specification impacts based on the positive evaluation results.
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Figure 1: Proposed interaction between sub use case identification and evaluation procedures
Proposal 1: The first batch of representative sub use cases can be identified in RAN1#109-e till RAN1#110-e-bis, while other sub use cases can be further investigated for representative sub use case identification until RAN1#111. 
Proposal 2: The evaluation methodology, KPI, and performance evaluation results can be discussed as long as a representative sub use case is identified, although whether other sub use cases can be identified as representative sub use cases is not agreed yet.
General principle for identifying representative sub use cases
The first batch of representative sub use cases can be identified in AI 9.2.x.2 considering the following aspects, and their evaluation methodology, KPI, and performance evaluation results can be discussed as early as possible in AI 9.2.x.1. 
1) Potential performance gain (e.g., shown in preliminary evaluation results).
2) Feasible evaluation methodology and valid training data set (incl. training set generation methodology).  
3) Reasonable non-AI/ML-based baseline for performance gain analysis.
4) Potential specification impacts.
It should be noted that we are not suggesting to stop/deprioritize discussions for other sub use cases. They can be further studied and discussed in AI 9.2.x.2. And if some sub use case has no clear non-AI/ML-based baseline for performance or potential specification impacts, the sub use case can still be studied in AI 9.2.x.2. But the sub use cases with all the four aspects should be studied/evaluated with a higher priority, especially in AI 9.2.x.1.
Proposal 3: Investigate the following aspects for each sub use case in AI 9.2.x.2. And first identify the sub use case(s) ready for the following aspects as representative sub use case(s), and start the corresponding studies on their evaluation methodology, KPI, and performance evaluation results in AI 9.2.x.1.
1) Potential performance gain (e.g., shown in preliminary evaluation results).
2) Feasible evaluation methodology and valid training data set (incl. training set generation methodology).  
3) Reasonable non-AI/ML-based baseline for performance gain analysis.
4) Potential specification impacts.
Other sub use cases can be further discussed in AI 9.2.x.2.
Note: Sub use cases without 3) and/or 4) will not be precluded.
Data set preparation
Since for AI related studies, different date set may lead to different solutions, different results and conclusions. It is agreed that the channels defined in or derived from TR38.901 and TR38.857 can be utilized in this study item as a starting point. But we still think more works need to be done to align different understandings on data for this study, e.g. how to align the data sets used for evaluations. One way to make it would be aligning the method to generate date sets for each sub use cases. We can make some detailed parameter setting lists to describe how to generate the data. Then different companies can follow the aligned setting list to generate their local data and to train/test their results. This way would be a basic approach in Rel-18 study from our understanding. 
Another way is to directly use some common data set(s). Although we can define parameter lists to align how to generate the data, it is still risky that companies cannot align for all the parameters and random factors that used to generate a channel or a data. Then the data set used for companies may still be different. We can tolerate these differences when comparing the simulation results. But if we want to calibrate the performance gain, it would better to use the completely-aligned data set. For each sub use case, common data set(s) provided by companies or third parties could be used as references, at least for calibration. In [4], some data sets and reference models relate to CSI, BM and Position are provided for free downloading.  
In principle, the data set captured from field test would be helpful to improve the quality of AI/ML training set. But the use of field data in AI/ML study needs to be carefully evaluated and cautiously considered. Only the field data with fundamental generalization characteristics and reflecting typical 5G channel conditions (e.g. captured from a number of cells covering various types of deployment scenarios) are qualified for the AI/ML training and testing. Otherwise, a unique field data set lack of generalization is not conducive to a meaningful and reliable evaluation conclusion. And the field data should also be aligned for evaluation in different companies. If different companies use different field data to evaluate their AI/ML models, the comparison between companies’ results does not make much sense because the channel characteristics of the field data can be completely different. 
Proposal 4: For each sub use case, the generating method for data set should be aligned (from TR 38.901 and TR 38.857 [positioning])
Proposal 5: For each sub use case, common data set(s) provided by companies or third parties could be used as references, at least for calibration.
Proposal 6: The use of field data set can be considered in Rel-18 AI/ML study, but needs to be carefully evaluated. The field data set should provide fundamental generalization characteristics and reflecting typical 5G channel condition (e.g. captured from a number of cells covering various types of deployment scenarios) are qualified for the AI/ML training and testing.
Complexity analysis for the AI/ML algorithms
FLOPs (floating-point operations) can be used in this study item to evaluate the complexity of AI/ML-based solutions. It a widely-used complexity metric in computer science and AI/ML research, which means how many operations are needed for the inference of an AI/ML model or an algorithm. 
Here, it needs to be noted that if we change the small “s” into a big “S”, then we get a new index FLOPS. FLOPS (floating-point operations per second) is a metric to evaluate the computation capabilities of an AI platform, e.g. 1 FLOPS means a platform could finish 1 FLOPs within 1 second. TOPS (Tera Operations Per Second) is another metric to evaluate the computation power. Although there are some differences between the definition and the actual implementation of calculation, we can approximately regard the two metrics as closely equivalent. 
For example, EVCsiNet introduced in [3] for AI/ML-based CSI feedback is with a computation complexity of about 10MFLOPs. If we consider a reference computation capability (e.g. 10 TFLOPS/10TOPS), the ideal CSI inference latency using EVCsiNet would be about 1μs. Considering non-ideal effects like computation resource scheduling, storage and I/O, the actual latency may be larger than the ideal value, e.g. 100 times larger. But the inference latency is still under 1ms which cand meet the latency requirement for 5G CSI feedback. For BM and positioning, the similar evaluations show acceptable computation complexities, as listed in Table.1. 
For each use case, a threshold on maximum computation complexity in terms of FLOPs can be defined. If the complexity of a proposed model is lower than the threshold, the evaluation results of the model can be treated as the valid results. 
Table 1: Inference latency for AI models with different computing complexity
	Use case
	Computing complexity
	Reference computation capability
	Ideal inference latency 

	CSI (AI encoder&decoder for CSI feedback, Resnet based AI solution) [4]
	10 MFLOPs
	10 TFLOPS
	1μs

	CSI (AI encoder&decoder for CSI feedback, Transformer based AI solution) [4]
	40 MFLOPs
	10 TFLOPS
	4μs

	BM (spatial domain prediction) [4]
	0.22 MFLOPs
	10 TFLOPS
	0.22μs

	Position (CIR as input) [4]
	3 MFLOPs
	10 TFLOPS
	0.3μs

	Position (DL-RSTD as input) [4]
	0.15 MFLOPs
	10 TFLOPS
	0.15μs


Note: Considering the actual implementation such as computation resource scheduling, storage and I/O, we can assume that the actual latency would be larger than the ideal value, e.g. 100 times larger.
Proposal 7: The computation complexity for an AI/ML algorithm can be evaluated in terms of FLOPs.
Proposal 8: For sub each use case, the maximum acceptable computation complexity can be defined based on the tolerable of inference latency for this sub use case.
Collaboration framework and specification impacts
The following gNB-UE collaboration framework has been discussed in RAN plenary email discussion [2]:
· [bookmark: _Hlk101542863]0a) No collaboration framework, AL/ML algorithms are implementation based without air-interface changes.
· [bookmark: _Hlk101538923]0b) No collaboration framework with modified air-interface catering to efficient implementation based AI/ML algorithms.
· 1) Inter-node assistance to improve the respective nodes’ AI/ML algorithms. This would apply to UEs getting instruction from gNBs and vice-versa. This level does not require model exchange between network nodes.
· 2) Joint AI/ML operation between UEs and gNBs. This level requires AI/ML model instruction or exchange between network nodes.
Since the discussion of collaboration framework is the basis of potential specification impacts, the Rel-18 AI/ML study item needs to keep improving/polishing the collaboration framework. Here, we will introduce an improved categorization for the collaboration framework is provided. For simplicity, we here only consider the scenario with offline training where only the collaboration framework for AI/ML inference is addressed. The collaboration framework for online training can be further studied in future.
· Level 0a: No information exchange for AI/ML inference and no new parameter/configuration for AI/ML
AI/ML inference is implemented independently on gNB and/or UE side without any information exchanged between two sides. And no new parameter/configured needs to be added to facilitate the AI/ML algorithm. There is no specification impacts for this level assuming AI/ML algorithms are not specified in 3GPP specifications. An example of this level is the gNB-side non-collaborative AI/ML algorithms.
· Level 0b: No information exchange for AI/ML inference but new parameter/configuration is added for AI/ML
AI/ML inference is implemented independently on gNB and/or UE side without any information exchanged between two sides. But some PHY parameters/configurations may be added/modified to catering to efficient AI/ML inference, which leads to specification impacts for 5G NR air-interface. An example of this level may be to introduce new RS pattern/configuration for beam prediction or positioning accuracy enhancement.
· Level 1a: Signaling exchange before AI/ML inference without model exchange
gNB and UE exchange signaling for the preparation before the (collaborative or non-collaborative) AI/ML inference procedure which leads to specification impacts for 5G NR air-interface, e.g.:
· Signaling enabling the AI/ML inference or switching from non-AI/ML algorithm/configuration to AI/ML algorithm/configuration.
· AI/ML inference configuration, e.g., indicating AI/ML model index, configuring parameters for collaborative AI/ML inference.
The signaling is only sent in the preparation phase of the AI/ML inference, not during the AI/ML inference procedure. In principle, most of sub use cases may require signaling to enable/configure the AI/ML algorithm before it starts running on UE side. In this level, the AI/ML models have been stored in gNB or UE (e.g. preloaded), and no AI/ML model downloading/uploading is needed.
· Level 1b: Signaling exchange before and during AI/ML inference without model exchange
AI/ML inference is implemented collaboratively between gNB and UE side. Besides signaling for pre-inference configuration, gNB and UE need to exchange signaling during the AI/ML inference procedure, which leads to specification impacts for 5G NR air-interface e.g.:
· gNB-UE split AI inference: UE-side AI/ML inference output is sent to gNB via signaling as the input of gNB-side AI/ML inference, or vice versa.
An example of this level is CSI feedback compression with preloaded AI/ML models at UE. Downloading AI/ML models is not required.
· Level 2a: Model exchange before AI/ML inference without signaling exchange
gNB and UE download/upload model for the inference before the (collaborative or non-collaborative) AI/ML inference. Some model updating results in the changes of the inference configuration (e.g. exchange signaling format is changed), and needs re-configuration before the new model’s inference starts. But some model updating will not change the inference configuration (e.g. exchange signaling format remains unchanged), thus does not require the pre-inference re-configuration. Level 2a is used to describe the latter scenario in which the AI/ML model is downloaded without the signaling exchange. Signaling and model exchange for AI/ML inference before AI/ML inference is referred to as Level 3a.
For example, some positioning AI/ML model can be updated without changing the gNB-UE exchange signaling format. In this case the new model can be used even no re-configuring signaling is sent.
Since the AI/ML model/data is in big size (at least on MByte level), it should be considered if the downloading/uploading would take place in application layer (as introduced in TR 22.874 [5]) or in L1/L2 control channels, which may lead to different specification impacts for 5G NR and system. If it takes place in application layer, how the AI/ML model/data exchanged in application layer is mapped to L1/L2 signaling to enable the Level 1a collaborative preparation can be further studied.
In principle, there should be Level 2b for “Model exchange for AI/ML inference during AI/ML inference without signaling exchange”. But this level is mainly related to online training approaches. So we do not list it in this paper. Collaboration framework for online training can be further studied in future.
· Level 3a: Signaling and model exchange before AI/ML inference
Level 3a can be regarded as the combination of Level 1a and Level 2a, i.e.:
· gNB and UE download/upload model for the inference before the (collaborative or non-collaborative) AI/ML inference. 
· The inference configuration changes due to the new model (e.g. exchange signaling format is changed), and needs re-configuration before the new model’s inference starts.
Most of sub use cases requiring model downloading also need to re-configure the inference configuration before the downloaded model starts working, because the inference configuration of the new model is different. Level 3a is used to describe the scenario in which both signaling and model need to be exchanged between gNB and UE before the AI/ML inference starts.
· Level 3b: Signaling and model exchange before AI/ML inference + Signaling exchange during AI/ML inference
Level 3b can be regarded as the combination of Level 1b and Level 2a, i.e.:
· gNB and UE download/upload model for the inference before the (collaborative or non-collaborative) AI/ML inference. 
· The inference configuration changes due to the new model (e.g. exchange signaling format is changed), and needs re-configuration before the new model’s inference starts.
· gNB-UE split AI inference: UE-side AI/ML inference output is sent to gNB via signaling as the input of gNB-side AI/ML inference, or vice versa.
An example of this level is CSI feedback compression using downloaded AI/ML model.
Proposal 9: Consider Table.2 as the starting point of Collaboration framework study in Rel-18 assuming only offline training is considered.
· FFS: Collaboration framework with online training.
[bookmark: _Hlk102056072]Table 2: Collaboration framework (without consideration on online training)
	Level
	Signaling exchange
	Model exchange
	Before inference
	During inference
	Specification impacts
	Example

	0a
	N/A
	N/A
	N/A
	N/A
	No
	gNB-side non-collaborative AI/ML algorithm

	0b
	N/A
	N/A
	N/A
	N/A
	· New parameter/ configuration to support AI/ML algorithm
	Additional/modified RS pattern/configuration for beam prediction or positioning enhancement

	1a
	Yes
	No
	Yes
	No
	· Signaling enabling AI/ML inference
· AI/ML inference configuration
	Most of sub use cases with UE-side AI/ML inference.

	1b
	Yes
	No
	Yes
	Yes
	· Before AI/ML inference: see 1a.
· During AI/ML inference: UE-side AI/ML inference output sent to gNB side as input of gNB-side AI/ML inference
	CSI feedback compression without model downloading (e.g. the model is preloaded).

	2a
	No
	Yes
	Yes
	No
	· Mechanism supporting AI/ML model downloading/uploading
	Some positioning AI/ML model’s updating.

	3a
	Yes
	Yes
	Yes
	No
	· For signaling exchange: see 1a
· For model exchange: see 2a.
	Most of use cases requiring AI/ML model downloading.

	3b
	Yes 
	Yes 
	Yes 
	Yes 
	· For signaling exchange: see 1b
· For model exchange: see 2a.
	CSI feedback compression with model downloading.



Table 2 listed all possible collaboration levels for Rel-18 AI/ML study. But for a given use case, some collaboration levels in Table 2 may not be applicable. For example, Level 1b and 3b (i.e. signaling exchange during AI/ML inference) may only be applicable for CSI feedback compression. Hence the potential specification impacts also need to be discussed separately for different sub use cases.
And the discussion on potential specification impacts can start when performance gain is observed from evaluation for a given sub use cases. 
Proposal 10: The potential specification impacts need to be discussed separately in different sub use cases.
Proposal 11: The specification impacts should be justified based on the performance gain of a given sub use cases.
Conclusion
Based on the above discussions, our proposals for general aspect of AI/ML framework are listed below:
Proposal 1: The first batch of representative sub use cases can be identified in RAN1#109-e till RAN1#110-e-bis, while other sub use cases can be further investigated for representative sub use case identification until RAN1#111. 
Proposal 2: The evaluation methodology, KPI, and performance evaluation results can be discussed as long as a representative sub use case is identified, although whether other sub use cases can be identified as representative sub use cases is not agreed yet.
Proposal 3: Investigate the following aspects for each sub use case in AI 9.2.x.2. And first identify the sub use case(s) ready for the following aspects as representative sub use case(s), and start the corresponding studies on their evaluation methodology, KPI, and performance evaluation results in AI 9.2.x.1.
1) Potential performance gain (e.g., shown in preliminary evaluation results).
2) Feasible evaluation methodology and valid training data set (incl. training set generation methodology).  
3) Reasonable non-AI/ML-based baseline for performance gain analysis.
4) Potential specification impacts.
Other sub use cases can be further discussed in AI 9.2.x.2.
Note: Sub use cases without 3) and/or 4) will not be precluded.
Proposal 4: For each sub use case, the generating method for data set should be aligned (from TR 38.901 and TR 38.857 [positioning])
Proposal 5: For each sub use case, common data set(s) provided by companies or third parties could be used as references, at least for calibration.
Proposal 6: The use of field data set can be considered in Rel-18 AI/ML study, but needs to be carefully evaluated. The field data set should provide fundamental generalization characteristics and reflecting typical 5G channel condition (e.g. captured from a number of cells covering various types of deployment scenarios) are qualified for the AI/ML training and testing.
Proposal 7: The computation complexity for an AI/ML algorithm can be evaluated in terms of FLOPs.
Proposal 8: For sub each use case, the maximum acceptable computation complexity can be defined based on the tolerable of inference latency for this sub use case.
Proposal 9: Consider Table.2 as the starting point of Collaboration framework study in Rel-18 assuming only offline training is considered.
· FFS: Collaboration framework with online training.
[bookmark: _GoBack]Table 2: Collaboration framework (without consideration on online training)
	Level
	Signaling exchange
	Model exchange
	Before inference
	During inference
	Specification impacts
	Example

	0a
	N/A
	N/A
	N/A
	N/A
	No
	gNB-side non-collaborative AI/ML algorithm

	0b
	N/A
	N/A
	N/A
	N/A
	· New parameter/ configuration to support AI/ML algorithm
	Additional/modified RS pattern/configuration for beam prediction or positioning enhancement

	1a
	Yes
	No
	Yes
	No
	· Signaling enabling AI/ML inference
· AI/ML inference configuration
	Most of sub use cases with UE-side AI/ML inference.

	1b
	Yes
	No
	Yes
	Yes
	· Before AI/ML inference: see 1a.
· During AI/ML inference: UE-side AI/ML inference output sent to gNB side as input of gNB-side AI/ML inference
	CSI feedback compression without model downloading (e.g. the model is preloaded).

	2a
	No
	Yes
	Yes
	No
	· Mechanism supporting AI/ML model downloading/uploading
	Some positioning AI/ML model’s updating.

	3a
	Yes
	Yes
	Yes
	No
	· For signaling exchange: see 1a
· For model exchange: see 2a.
	Most of use cases requiring AI/ML model downloading.

	3b
	Yes 
	Yes 
	Yes 
	Yes 
	· For signaling exchange: see 1b
· For model exchange: see 2a.
	CSI feedback compression with model downloading.



Proposal 10: The potential specification impacts need to be discussed separately in different sub use cases.
Proposal 11: The specification impacts should be justified based on the performance gain of a given sub use cases.
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