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1 Introduction

In RAN#94-e, Rel-18 new study item on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” is endorsed. The objective of the study item is as follows.

	AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:

· Characterize the defining stages of AI/ML related algorithms and associated complexity:

· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 

· Inference operation, e.g., input/output, pre-/post-process, as applicable

· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 

· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]

· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 

· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating

· Dataset(s) for training, validation, testing, and inference 

· Identify common notation and terminology for AI/ML related functions, procedures and interfaces

· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate




In this contribution, we will provide our views on framework and general aspects for AI/ML.
2 General aspect for AI/ML framework
1.1. Definition and characterization of AI/ML 

Neural networks are just one of the many tools and approaches used in machine learning algorithms. The neural network itself may be used as a piece in many different machine learning algorithms to process complex data inputs into a space that computers can understand. Weight is the parameter within a neural network that transforms input data within the network's hidden layers. The loss function is a critical part of model training: it quantifies how well a model is performing a task by calculating a single number, the loss, from the model output and the desired target.
Artificial intelligence (AI)/ machine learning (ML) have two phases in general, training/learning and inference phase. In order to apply AI/ML to the physical layer, it is necessary to first consider which node will participate in training or inference. For a cellular system, either or both a gNB and a UE may involve on training/learning and/or inference. For positioning, an LMF is the third node that may be involved together. 
For training/learning, the training data can be collected at the node that performed AI/ML model training, or the data can be transferred from one node to another node.  In another way, the training data may be generated or collected in prior and stored offline, and the AI/ML model can be designed and trained based on the offline dataset. To do this, the AI/ML model should be pre-designed and can be stored in the nodes. This can be called as offline training, or offline training-based AI/ML framework.  
If some nodes need training data for training in real-time (e.g., after RRC connected or after cell attached), we can call this as online training. For online training, over-the-air signals can be used for training. The signals for training may be obtained, e.g., in the received signal, by the node that training the AI/ML model. In this case, the trainimg data collection and AI/ML model training happen at the same node, therefore, it can be treated as implementation based AI/ML model online training.  Alternatively, the training data may be collected and transferred from another node over air interface, which may need specification changes to support training data transfer depending on the format of training data. The main benefit of the online training is to generate more optimized AI/ML models for specific scenarios or channels. For example, the online training can be done to adapt geometry of gNBs, scatters in site, UE’s speed and other channel condition. 
Different from AI for NG-RAN, training data exchange consumes resources over-the-air, if the training data is exsiting signaling or user plan data, it will not bring additional overhead. However, if this training data exchanged between nodes, e.g., between UE and gNB, is only used for AI/ML model training, the training data is additional overhead of the system. The study shall deprioritize the framework with huge amount of data exchange for the purpose of AI/ML model training only.
The online training in the physical layer would aim at AI/ML model generalization/adaptation to different channel conditions where the distribution of channel conditions were not unobserved in the offline training. In the AI/ML field, the federated learning and the meta learning have been investigated as an efficient online training methodology to reduce training burden including training complexity and a large amount of training data transfer for the real-time operations.

The federated learning, a framework to train a centralized model for a task where the data is de-centralized across different nodes, is one approach, to avoid huge training data exchanges across nodes and to offload training complexity to multiple nodes. For example, each UE updates the given AI model using the data it has sends the updated model weights back to the gNB. After sharing the updated model to the gNB, gNB could aggregate the weights from multiple UEs and update the centralized model.  Usually, federated learning can help to update the AI models so that the training be specific to a cell site leveraging the computation capabilities of UEs and reducing the feedback requirements for training purposes. 

The meta learning, a framework to train a learning method for a new task where the data distributions were unobserved in the offline training dataset, is the other approach, to avoid huge training data collection at a certain node and to reduce the training time. The meta learning can find the optimal initial weights of the AI/ML model that will be updated for a new task (i.e., a new channel condition) with few number of online training data, since these initial weights (a.k.a., a pretrained AI/ML model) can be obtained in an offline training manner. For example, the pretrained AI/ML model can be re-trained/ finetuned based on real-time training data. Simlar as online training, assisted information or data collected from other node may be needed for re-training via signaling.  Similarly, the overhead of the assisted information or data from the other node needs to be considred to support model re-training/finetune.
This training strategy would be useful depending on use cases. For instance, with CSI enhancement use case (e.g., CSI compression), one or multiple pretrained models generated from meta learning may be used at UE and gNB sides. The gNB may update its own decoder assuming a pretrained encoder at the UE side, i.e. the encoder is assumed to be frozen for the training and is transferred/specified to the UE. At the UE side, online training may be carried out as follows. UE may update the pretrained encoder assuming the decoder to be frozen at the gNB. The UE obtains the pretrained decoder model by assuming the indicated specified decoder or from the transferred decoder. If we assume the model update scheme from the specified models, this scheme does not require any model sharing between UE and gNB and does not regulate the online training procedure aside from sharing the index of a specified model to begin with. 
On the other hand, model training may be handled by implementation in general, and avoid specification impact. Before dive into detail, it is better to discuss whether model training is part of the study, and if needed, whether to prioritize some AI model training approaches in the study. 
Proposal #1: Take into accout the definitions of online training and offline training to facilitate the discussion as follows:

· Online training: AI/ML model is trained with collected training data in real-time. 
· Offline training: AI/ML model is designed and trained based on the offline dataset, which is generated or collected in prior and stored offline. 
Proposal #2: Further study whether to prioritize some AI model training approaches. 
There are several ways to obtain AI/ML models by a node which performs inference. For example, the AI/ML models can be trained by implementation, including online or offline by the node which will also conduct inference with the trained models. In this case, AI/ML models are trained by each vendor, without exchanges between different nodes, e.g., UE, gNB or LMF. 

In another example, the node that conducts inference may obtain the models by download or upload over signaling from another node. For example, UE conducts inference with the AI/ML model downloaded from gNB. Or, the inference is implemented at gNB side while the AI/ML model is uploaded from a UE.  Comparing these two directions for AI/ML model transfer, it may be more reasonable to support AI/ML model download from gNB rather than upload from UEs. This is because it is more challenge for gNB to manage multiple AI/ML models from different UEs. Moreover, this can reduce the training load of the UE, for power and complexity saving. 

In order to design the signaling to support AI/ML model exchange, some basic AI/ML models need to be defined. Moreover, in order to configure a proper AI model, hardware capability of the UE are also needed to be defined accordingly, at least including computing complexity and required storage for each AI/ML model.  
Another way is to specify AI/ML models in the specification, similar to the specified encoders for channel coding. In this case, all the nodes/vendors would know the AI model and train their decoder accordingly, when applicable, and design a better actor based on the expected AI output.  If this pre-defined AI models are considered, careful analysis is needed, including study the necessary components to define AI/ML models. 

The above three approaches can be used for a node to obtain the AI model for inference. However, the specification effort, complexity, impact on the implementation, shall be analylized. 

Proposal #3: Further study on whether models transfer or pre-defined AI models can be considered.
1.2. AI/ML Model management
AI model management also can be divided into two phases: management of training phase, and management of inference phase. However, for most of the cases, the AI models are expected to be trained offline, as implementation based solution. In this section, we focus on the the AI model management in inference phase, including finetune of the model. 
Before conducting inference, some preparation is needed, to make the decision on whether to enable AI/ML or not. For example, UE need to report the capability of supporting of some AI based schemes, or even some particular AI models. Besides, some assistant information or preference report is needed for preparation phase. Based on the reports from UE, gNB can decide whether to enable AI/ML or not (either at UE side or gNB side). Moreover, it can pick a proper AI model to use. 
After deciding whether/how to enable AI/ML, AI/ML process can be setup or enabled, which called initialization phase. In this phase, configuration is provided from gNB to UE, for example, AI/ML enabling, necessary configuration related to AI/ML procedure or inference result exchange, or model exchange when applicable.
After initialization, it goes to execution phase, which performs AI/ML algorithm to conduct the inference output. In this step, inference output exchange can be also included. 
In some use cases (or depending on the implementation), the model can be updated, which called finetune phase. The model update can be based on collected data, feedback, the performance of inference output (e.g., cost function), etc. The aim of this phase is to adjust the AI model to provide a better performance. After adjustment, it may go back to execution phase to perform the AI/ML algorithm. 
The end phase is to end the task and go back to non-AI status. In this phase, AI model is invalidated. In some cases, the validation of the AI model may happen during preparation phase. If the AI model is invalidated, the task is end and it can go back to non-AI status. 
Table 1 summerize the model management phases during inference and Figure 1 provides the flowchart of the above five phases. These five phases can be a starting point for further study on the model management of inference phase. 
Proposal #4: Take the following phases for model management in inference phase as a starting point: Preparation phase, initialization phase, execution phase, fine-tuning phase, and the end of AI operations.
Table 1 Summary of model management for inference phase
	Phase
	Target
	Description

	Preparation
	Decision on enabling AI/ML or not
	Capability report, preference report, assistant information report, etc.

	Initialization
	Enable/setup for AI/ML
	Enabling and configuration for AI/ML, including model exchange, set up, etc. 

	Execution
	Perform AI/ML algorithm 
	Performing AI/ML algorithm, exchange input and output, etc.

	Fine-tuning
	Model update
	Update the model, parameters, etc.

	End
	End the task
	Invalidate the AI model, and/or return to non-AI state
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Figure 1 Example of AI model management in inference phase
3 UE-gNB collaboration levels
There are four collaboration levels discussed over email during SI drafting based on the inference control, whether requires AI model transfer or alignment, the inference nodes. 
· (A)No collaboration
In this level,  both training and inference is implementation based. Model training and inference can be applied either at UE side or gNB side. No additional signaling exchange is needed, although some use cases may have RAN 4 impact, e.g., new RAN 4 requirement. 
For example, implementation-based CSI prediction or beam selection/prediction at gNB side. gNB can predict the CSI or select a proper beam based on existing feedback using implementation based AI.  

[image: image2]
Figure 2 No collaboration
· (B) Limited information exchange
This collaboration level does not need AI/ML model exchange. AI/ML model training/storage and inference are at one node, e.g., either UE or gNB side. However, some assistant information, e.g., capability, assistance information for AI model selection or training, can be transferred, if needed, to facilitate AI operation. Moreover, some signaling may be needed to provide necessary configuration for reporting of the inference output. The report (output of AI) may be same as existing report or signaling. Alternatively, some new report may be needed to be introduced.

Current signaling framework can be reused with limited changes as to define other non-AI based features. some use cases in this level: CSI prediction at UE sides or beam report/prediction at UE side, which requires capability signaling and configuration of the report. For beam prediction or report at gNB side, it may also require some signaling support to improve the performance or to better perform the AI outcome.  
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Figure 3 Limited information exchange
· (C) AI model collaboration
In this collaboration level, the AI/ML model(s) is exchanged from one node to the other node, while inference is conducted at one node only.  For example, network can transmit some AI model(s) for UE to improve the system performance. This collaboration level requires download or upload AI model so that the other node can use the reported AI output to perform action. 

Similar as collaboration level (B) the report (output of AI) may be same as existing report or signaling. Alternatively, some new report may be needed to be introduced.
The examples of use cases in this collaboration level is similar as level (B): CSI prediction at UE side, beam report/ prediction at UE side, while the AI models are provided by gNB side rather than generated at UE side. Comparing with collaboration level (B), the necessarily of AI model transfer needs to be justified and carefully evaluated trade off with the signaling overhead and performance gain. 
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Figure 4 AI model collaboration
· (D) AI model/Inference collaboration
This collaboration level requires inference at both nodes, while the training of AI models may be at one side or both sides. In some use cases, for example auto-encoder based CSI compression, AI/ML model needs to be exchanged or matched between two nodes. Federated learning may be also considered in this levels for AI model generation.  This level, may require to define a new report for inference transmission (intermediate values of inference at one side node), and potentially siganling of model exchanges.

Auto encoder based for CSI compression is one of the representative use cases in this collaboration level. 
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Figure 5 AI model/inference collaboration 

Table 1 compares four UE-gNB collaboration levels. Level A is pure implementation based AI/ML. Level B requires some inference control, for example, some capability report, inference output report. Level C and Level D require AI/ML model transfers, while Level D also required joint inference with matched AI/ML models. The four collaboration levels can be a starting point to facilitate the discussion of each use case. 
Proposal #5:  Take the above four collaboration levels between UE and gNB as a starting point, and further analyze pros/cons and potential specification impacts for each collaboration levels. 
Table 2 Comparison of different UE-gNB collaboration levels
	
	(A) No collaboration
	(B) Limited information exchange
	(C) AI model collaboration
	(D) AI model/inference collaboration

	Inference control
	X
	O
	O
	O

	Model transfer
	X
	X
	O
	O

	Joint inference/training
	X
	X
	X
	O


4 Evaluation methodology
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1.3. General discussion on evaluation methodology

Evaluation methodology (EVM) is one of the key aspects of this SI. It is natural for EVMs to be discussed under each (sub) use cases, as each (sub) use case may be applied to unique scenarios and may entail distinctive key performance indicators (KPIs). However, the following general guiding principles can be followed in determining the EVMs for AI/ML based solutions.

· Reuse/align the evaluation assumptions for conventional schemes in Rel 15/16/17: It is important to align the EVMs for the AI/ML-based solutions with the corresponding EVMs for non-AI/ML based (conventional) benchmark solutions as much as possible. This has advantage of two folds. First, it assists to have a fair comparison between AI/ML based solutions and their non-AI/ML based counterparts.  Second, as the EVMs for the non-AI/ML based solutions have been studied intensively in the past, such alignment minimizes the EVM design efforts. 

· Comprehensiveness: It is obviously important to design the EVMs to be comprehensive enough so that they capture various aspects of AI/ML based operations. As an example, if the AI/ML-based solution requires assistance information from the network to the UE, or vice versa, then the EVM shall consider the signalling overhead associated with this assistance information. 
· Model agnostic EVMs: Another aspect is that the EVMs can be determined without being specific to a certain model or implementation assumptions. As a principle, AI/ML models should be left for implementation and the EVMs should be general enough to capture the performance in a model agnostic manner. 
Proposal #6: While determining the EVM for AI/ML based solution in each sub-use case, strive to reuse/align the evaluation assumption applied to evaluate the corresponding conventional Rel-15/16/17 schemes. 
Proposal #7: While determining the EVM for AI/ML based solution in each sub-use case, strive for comprehensiveness of the EVM to capture various aspects of AI/ML operations including overhead associated with assistance information. 
Proposal #8: While determining the EVM for AI/ML based solution in each sub-use case, strive for AI/ML model-agnostic EVM. 
According to the SID captured above, one of the objectives of the SI is to evaluate the performance benefits of AI/ML based algorithms for some representative use cases. In this regard, another key consideration for the EVM discussion is the selection of benchmark scheme to compare the performance of the AI/ML based algorithm. In principle, it is required to compare the performance of the AI/ML based algorithms with the state-of-art counterparts (conventional benchmark scheme) supported by the recent enhancement in Rel-15 to Rel-17.  As an example, it is reasonable to compare the performance of AI/ML based CSI feedback enhancement with the conventional CSI feedback scheme based on the latest codebooks. Such consideration highlights on the true benefits of AI/ML based algorithms and gives a solid justification for corresponding specification support. 
Proposal #9: For solid justification of the advantages of AI/ML based solutions, consider the state-of-the-art conventional schemes in Rel-15/16/17, i.e., recent enhancements, as a benchmark conventional scheme(s). 

In accordance with the SID, the performance of use cases in the final representative set of use cases will be evaluated to highlight on performance benefits of AI/ML based algorithms. However, the selection of use cases in the representative set itself requires performance evaluation. In this regard, we consider a phased approach will be beneficial.
· Phase I - Evaluation on candidate sub use cases: In this phase, various AI/ML models could be considered for each candidate (sub) use cases to study the potential performance benefits and other aspects. This phase would also assist on determining the generality of a use case to be selected as a representative use-case. In this phase non-conventional and simpler KPIs can be considered. As an example, in AI-based CSI-feedback enhancement, normalized mean-squared error (NMSE) between AI/ML based compressed CSI (precoder) and ideal CSI can be considered instead of the conventional KPIs such as user perceived throughput (UPT). Moreover, to simplify the evaluation, a simpler link-level simulations (LLS) can be considered for Phase I as opposed to the traditional system level simulation (SLS) which could be applied for Phase II. [As stated in the SID, at the end of Phase I, an agreed upon AI model(s) can be selected for calibration purpose.] 
· Phase II - Evaluation on final representative use cases: In this phase a comprehensive evaluation on the final representative set of use cases can be conducted. The evaluation is aimed at highlighting on benefits of  AI/ML based algorithms as compared to conventional schemes. The evaluation on this phase may follow conventional approach for EVMs in 3GPP with some extensions to better suitability for AI/ML based techniques. 
Proposal #10: In this SI, considered two phases for evaluation. Phase I for evaluation of candidate sub use cases and Phase II for evaluation of final representative use case. 

Proposal #11: To allow the consideration of various sub use cases and alternative AI/ML models in this SI, strive for simpler evaluation scenarios and performance metrics in Phase I- Evaluation of candidate sub use cases.
1.4. General considerations on dataset(s)

Another issue in this SI is determination of dataset(s) for AI/ML model training, testing and validation. Whether dataset(s) are determined in a (sub) use case specific manner or not is an open issue. However, as different (sub) use cases may correspond to distinct scenarios, the discussion on the assumptions for dataset generation can be conducted in a (sub) use case specific manner. 
Proposal #12: Consider a (sub) use case specific dataset generation.   
Moreover, it is an open issue which common assumptions could be taken in the dataset generation. In the SID [1], it was indicated to utilize the statistical channel models in TR 38.901 and TR 38.857. Another open issue is whether it is required to train the AI/ML models with statistical models from a single scenario, e.g., indoor, outdoor, urban or rural, or from a mix of scenarios. It can be shown that such channel parameter mixing in dataset generation may affect the generalization capability of AI/ML model. The scenario-mixing in dataset generation could also be extended to dataset(s) of validation and testing as a simple way of channel parameter mixing. 
There are also two school of thoughts regarding datasets sharing. In one end, common dataset can be considered for training, testing and validation purposes. On the other hand, common assumptions can be taken in the dataset generation. As the size of dataset for training, testing and validation purpose are normally large enough to capture the intended statistical properties of the dataset(s), it is not required to consider common dataset(s). In our view, it is rather more efficient and suitable for the progress of the SI, if common assumptions are taken in dataset(s) generation. 
Proposal #13: The statistical channel models in TR 38.901 can be considered for generation of dataset for training, testing and validation purposes. Use common assumptions on dataset generation, instead of sharing common dataset. 
Another issue is whether field data is required for evaluation purpose. It can be argued that field data may assist on accurately estimating the performance of AI/ML based solutions. Moreover, as the AI/ML solutions for the physical layer usually try to capture the underlining correlation in the propagation environment, field data may give a better representation of the propagation environment rather than statistical models. However, there are issues on handling field data for evaluation including generality, proprietary issues.

Finally, some aspects regarding datasets including dataset size, distribution of stochastic parameters, pre-processing of inputs, and dataset portioning for training, testing and validation purposes can be discussed in a (sub) use case specific manner. 
1.5. General discussion on KPIs

According to the SID [1], determination of KPIs and corresponding requirements for AI/ML operations. Similar to EVMs, the KPIs for AI/ML based solutions may have both (sub) use case common and specific aspects. 
A starting point would be identifying the KPIs relevant for AI/ML based operations. To simplify, the discussion on determination of KPIs and their usage on evaluating AI/ML based solutions, we propose categorizing KPIs into two categories

· Performance-related KPIs: These are KPIs that are directly related to the performance of an AI/ML based solutions with respect to the use case they are applied for. Taking the use case CSI feedback enhancement as example, this category may include direct performance indicators such as UPT, inference latency, and feedback overhead.  
· Capability-related KPIs: This is a category of KPIs that are related to AI/ML operation but does not directly indicate the performance of AI/ML algorithm. The KPIs in this category may rather indicate the required capability or states the UE may have to performance a given AI/ML operation. An example of KPIs that may fall under this category may include computational complexity, overhead associated with AI/ML model life-cycle management, power consumption, memory storage and other hardware requirements (including for given processing delays) associated. 
For capability-related KPIs, the following aspects needs to be studied. 
· Size of model
Since UE or gNB need to store the AI model for inference, and the range of required storage size for AI/ML models is quite large, the size of AI models need to be considered as one of the capability-related KPIs, at least for AI/ML at UE side. Moreover, this may be one of KPIs if AI/ML models need to be exchanged between UE and gNB, depending on how to transfer the AI/ML models.  
· Generalization 
Generalization is one of the main aspects to evaluate on an AI model. Mixed scenarios shall be considered as a test case to verify the generalization of a AI model. It is hard to find quantized metric to evaluate generalization. As discussed in section 4.2, mixed data shall be considered for generalization performance. 
· Inference complexity and latency 
Inference complexity and training complexity when applicable. Both AI model training and inference require computational efforts. If online training is part of the study, the training complexity needs to be considered. FLOP is widely used to evaluate the computation complexity inference of an AI model. Beside, latency is another key metric for AI model evaluation since this has impact to the system performance. Latency is related to the complexity and the computation complexity of the UE. Moreover, different AI models may allow different levels of parallel operation resulting in different latency even if two models have the same size. Latency can be studied together with the inference / training complexity.

· Model management complexity
For some use cases, the model needs to update frequently, or multiple models are needed for different scenarios or for different UEs. The model management complexity needs to be considered in the evaluation together with specification impact or collaboration levels.   
Proposal #14: Consider capability related KPIs for AI models at least including: Size of model, generalization, inference complexity including latency, and model management complexity.  
5 Conclusion

This paper provides some discussion on general aspects for AI/ML framework, UE-gNB collaboration levels and evaluation methodology.  
Proposal #1: Take into account the definitions of online training and offline training to facilitate the discussion as follows:

· Online training: AI/ML model is trained with collected training data in real-time. 
· Offline training: AI/ML model is designed and trained based on an offline dataset, which is generated or collected in prior and stored offline. 
Proposal #2: Further study whether to prioritize some AI model training approaches. 

Proposal #3: Further study on whether models transfer or pre-defined AI models can be considered.

Proposal #4: Take the following phases for model management in inference phase as a starting point: Preparation phase, initialization phase, execution phase, fine-tuning phase, and the end of AI operations.
Proposal #5:  Take the above four collaboration levels between UE and gNB as a starting point, and further analyze pros/cons and potential specification impacts for each collaboration levels. 
Proposal #6: While determining the EVM for AI/ML based solution in each sub-use case, strive to reuse/align the evaluation assumption applied to evaluate the corresponding conventional Rel-15/16/17 schemes. 
Proposal #7: While determining the EVM for AI/ML based solution in each sub-use case, strive for comprehensiveness of the EVM to capture various aspects of AI/ML operations including overhead associated with assistance information. 
Proposal #8: While determining the EVM for AI/ML based solution in each sub-use case, strive for AI/ML model-agnostic EVM. 
Proposal #9: For solid justification of the advantages of AI/ML based solutions, consider the state-of-the-art conventional schemes in Rel-15/16/17, i.e., recent enhancements, as a benchmark conventional scheme(s). 

Proposal #10: In this SI, considered two phases for evaluation. Phase I for evaluation of candidate sub use cases and Phase II for evaluation of final representative use case. 

Proposal #11: To allow the consideration of various sub use cases and alternative AI/ML models in this SI, strive for simpler evaluation scenarios and performance metrics in Phase I- Evaluation of candidate sub use cases.

Proposal #12: Consider a (sub) use case specific dataset generation.   
Proposal #13: The statistical channel models in TR 38.901 can be considered for generation of dataset for training, testing and validation purposes. Use common assumptions on dataset generation, instead of sharing common dataset. 
Proposal #14: Consider capability related KPIs for AI models at least including: Size of a model, generalization, inference complexity including latency, and model management complexity.  
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For the use cases under consideration:





Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:


Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 


Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.


Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 


Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 


Consider adequate model training strategy, collaboration levels and associated implications


Consider agreed-upon base AI model(s) for calibration


AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes


KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.


Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline


Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.
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