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1 Introduction
In RAN#94e, the study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved. CSI feedback enhancement, beam management and the positioning accuracy enhancements are the use cases to be focused. Performance, complexity and potential specification impact will be studied during the SI.  
	Use cases to focus on: 

· Initial set of use cases includes: 

· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]

· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98

· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels




In this contribution, we will focus the discussion on the positioning use case and mainly share our consideration on the evaluation methodology and provide the initial simulation results. 
2 Discussion on the evaluation methodology
NR positioning was extensively discussed in Rel-16 and Rel-17. Rel-16 NR positioning mainly targets the commercial use cases including the scenarios of Uma, Uma and Indoor office. The target of positioning accuracy is <3 m (@80%) for indoor scenario and <10 m (80%) for outdoor scenario. Rel-17 mainly focuses on the industrial scenarios including InF-DH and InF-SH. The target of positioning accuracy is more stringent, which is < 0.2 m (@90%) in horizontal dimension and < 1m in vertical dimension. 
According the evaluation results provided during the NR positioning study, it is observed that more challenges exist in the inF-DH scenario due to heavy NLOS. According to the accuracy performance summary in section 8.2 of TR 38.857, it is observed that most simulation results show the horizontal accuracy is around 10m (@90%) if using R16 positioning solutions, which is far away from the requirement. Considering the challenging situation and urgent demand on the positioning accuracy in the InF-DH scenario, the AI/ML-based positioning enhancement could focus on the inF-DH scenario first. 
As for the detailed simulation parameter setting, Table 6-1 and Table 6.1-1 of TR 38.857 could be the starting point for the evaluation. 
Proposal 1: The 1st priority for the study of AI/ML based positioning accuracy enhancement is the inF-DH scenario 
· Parameters listed in Table 6.1-1 and Table 6.1-1 of 38.857 could be the starting point of evaluation 
For the AI-based solution, data set is important to obtain the desirable AI model. As we discussed in our companion contribution [2], the data set for training can be generated in multiple different scenarios or generated in the one scenario. For the positioning use case, the data set for training can be generated by mixing the collected data in e.g., inF-DH scenario and inF-SH scenario.  Or the data set is generated in the inF-DH scenario. The latter option could extract more specific and accurate features of the scenario and is expected to achieve better performance. The generalization capability may be one potential issue. This problem can be relaxed by mixing the data in one scenario but with different parameters, e.g., generate data from inF-DH scenario with different cluster parameters. In section 3, we conduct more detailed simulations to illustrate this issue. In addition, this problem is possible to be solved by defining multiple AI models to fit different scenarios.  In addition, the latter option could simplify the simulation. Thus, in the evaluation, the data set for the training is generated in inF-DH with different parameters. 
Proposal 2: In the evaluation, generate the data set for the training in inF-DH with different parameters
In TR 38.857, The following percentiles of positioning error are analyzed: 50%, 67%, 80%, 90%. For the evaluation of AI-based algorithm, the same metric can be reused. In addition, positioning latency, complexity and the power consumption can be analyzed as well. 
Proposal 3: The performance metric for evaluation is the positioning error for specific percentiles of UEs 

3 Preliminary simulation results 
3.1 Simulation Assumptions  
The evaluation includes two steps. The first step is the training phase. In the training phase, the input of AI model is the CIR from 18 gNBs and the output is the ideal UE position coordinate.  70000 samples are used for the training.   The second step is the inference phase. The input is also the CIR from 18 gNBs and the output is the inferenced UE position. 10000 samples are used for the performance test.  Based on the inferenced UE position and the ideal UE position, the positioning accuracy is obtained. 
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Figure 1 Principle of AI-based evaluation 
In the evaluation, two types of AI models are considered, one is the ResNet and the other is the DenseNet. Detailed parameters for the AI models are listed in Table.1 and Table.2  
Table 1 Structure of ResNet used in the evaluation

	Layers
	Output Size
	Output Channel
	

	Conv1
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	Conv3_x
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	Conv4_x
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	Conv5_x
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	Avgpool
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	FC Layer
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Table 2 Structure of DenseNet used in the evaluation
	Layers
	Output Size
	Output Channel
	

	Convolution
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	Dense Block (1)
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	Transition Layer (1)
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	Dense Block (2)
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	Transition Layer (2)
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	Dense Block (3)
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	Transition Layer (3)
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	Dense Block (4)
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	Avgpool
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The evaluation is  based on the data set provided in [3]. For one specific UE, the channel impulse response (CIR) of 18 gNBs is presented. And the detailed simulation parameters for this data is listed in Table.3. In addition, we considered two inF-DH scenarios, InF-DH with the cluster parameter {0.6, 6m, 2m} and InF-DH with cluster parameter {0.4, 2m, 2m}. Three training datasets are generated. One is the dataset purely generated in InF-DH {0.6, 6m, 2m}, another one is the dataset purely generated in InF-DH {0.4, 2m, 2m} and the other is the mix of the data from inF-DH{0.6,6,2} and inF-DH{0.4,2,2}. Three AI models based on the 3 training data sets are trained, respectively. For each of the 3 AI models, positioning accuracy is tested by using the test dataset from inF-DH{0.4,2,2} and test dataset from inF-DH{0.6,6,2}, respectively.
Table 3 Channel parameters for the data set

	Parameters
	Value

	Scenario
	InF-DH, 120m*60m

	Bandwidth
	100M

	BS number
	18

	BS spacing
	20m

	Antenna configuration
	1Tx， 1Rx

	UE height
	1.5m

	CIR length
	256

	Synchronization
	Ideal


3.2 Simulation Results and Discussion
In this section, simulation results based on the simulation assumptions defined in section 3.1 are provided. Fig.2 and Table.4 are the CDF of positioning error and the positioning error for some typical percentiles for ResNet. Fig. 3 and Table.5 are the CDF of positioning error and the positioning error for some typical percentiles for DenseNet.    

· AI-based solution VS traditional non-AI based solution
In the comparison, TDOA-based method is set as the traditional non-AI based solution and corresponding performance is depicted in Fig.4 and Table.6 .  In the TDOA-based method, the positioning error @ 90% for the scenario of inF-DH{0.6,6,2} is up to 14m and even in the scenario of inF-DH{0.4,2,2} , the positioning error @90% is still up to 12m. While for the AI-based solution, the performance is improved greatly. Depending on the used structure of AI mode, the performance is slightly different. Anyway, no matter which AI model is used, the positioning error @90% is less than 1m.  In the scenario of inF-DH{0.6,6,2}, the positioning error could achieve around 0.5m if using the AI model trained by the data set of inF-DH{0.6,6,2} and the positioning error is around 0.7m if using the AI model trained by mix data set. In the scenario of inF-DH{0.4,4,2}, the positioning error could achieve around 0.75m if using the AI model trained by the data set of inF-DH{0.4,4,2} and the positioning error is around 0.85m if using the AI model trained by mix data set.
Observation 1: 
· AI-based solution could greatly improve the positioning accuracy performance 
· The positioning error in the AI-based solution is less than 1m 
· AI-based solution by using different data sets for training 
In the evaluation, we test the positioning accuracy performance by using AI models trained by different data sets. For one AI model trained purely by the dataset from one scenario without parameter change, best positioning accuracy could be achieved in the scenario with the same parameter. While, once apply this AI model in scenario with different parameters, the inference performance degrades sharply. Take the AI model trained by InF-DH{0.6,6,2} dataset as example.  The positioning error @90%  is less than 0.5m when using InF-DH{0.6,6,2} test dataset , while the positioning error @90% is up to 7m when using InF-DH{0.4,2,2} test dataset. That is to say, lack of generalization capability would happen if the dataset only generated in one scenario without change of parameters.  For the AI model trained with mix dataset, the generalization problem doesn’t exist. This model show excellent performance in both InF-DH{0.6,6,2} scenario and InF-DH{0.4,4,2}scenario. 
Observation 2: 
· For AI-model trained by dataset generated from one scenario without parameter change,  inferior generalization capability is observed 

· Generating the data set in one scenario with different  parameters could relax the problem of inferior generalization capability 
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Figure 2 CDF of positioning error for ResNet-based solution 
Table 4 Positioning error for typical percentiles for ResNet-based solution
	AI model 
	Test data set
	50%
	67%
	80%
	90%

	Trained by data set {0.6,6,2}
	{0.6,6,2}
	0.2277
	0.2925
	0.3622
	0.4462

	
	{0.4,2,2 }
	3.1079
	4.2086
	5.4704
	7.0914

	Trained by data set {0.4,4,2}
	{0.6,6,2}
	0.6833
	0.9120
	1.1738
	1.5328

	
	{0.4,2,2 }
	0.3997
	0.5141
	0.6245
	0.7566

	Trained by mix data 
	{0.6,6,2}
	0.2765
	0.3535
	0.4404
	0.5419

	
	{0.4,2,2 }
	0.4018
	0.5134
	0.6279
	0.7684
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Figure 3 CDF of positioning error for DensNet-based solution
Table 5 Positioning error for typical percentiles for DensNet-based solution

	AI model 
	Test data set
	50%
	67%
	80%
	90%

	Trained by data set {0.6,6,2}
	{0.6,6,2}
	0.2681
	0.3401
	0.4231
	0.5210

	
	{0.4,2,2 }
	3.5369
	4.6859
	5.8178
	7.4393

	Trained by data set {0.4,4,2}
	{0.6,6,2}
	0.7242
	0.9436
	1.1818
	1.5215

	
	{0.4,2,2 }
	0.4137
	0.5260
	0.6371
	0.7759

	Trained by mix data 
	{0.6,6,2}
	0.3462
	0.4385
	0.5357
	0.6491

	
	{0.4,2,2 }
	0.4689
	0.5987
	0.7251
	0.8762
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Figure 4 CDF of positioning error for TDOA-based solution
Table 6 Positioning error for typical percentiles for TDOA-based solution

	InF-DH
	50%
	67%
	80%
	90%

	{0.6,6,2}
	6.9832
	9.0041
	11.3057
	14.7887

	{0.4,2,2 }
	4.9739
	6.9422
	9.0788
	12.1249


4 Conclusion
In this contribution, we discuss the evaluation methodology and show the initial simulation results. Based on the discussion and evaluation results, our views and observations are summarized as follow 

Proposal 1: The 1st priority for the study of AI/ML based positioning accuracy enhancement is the inF-DH scenario 

· Parameters listed in Table 6.1-1 and Table 6.1-1 of 38.857 could be the starting point of evaluation 
Proposal 2: In the evaluation, generate the data set for the training in inF-DH with different parameters
Proposal 3: The performance metric for evaluation is the positioning error for specific percentiles of UEs 
Observation 1: 

· AI-based solution could greatly improve the positioning accuracy performance 

· The positioning error in the AI-based solution is less than 1m 

Observation 2: 

· For AI-model trained by dataset generated from one scenario without parameter change,  inferior generalization capability is observed 

· Generating the data set in one scenario with different  parameters could relax the problem of inferior generalization capability 
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