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Introduction
In RAN#94e Meeting [1], a new SID was approved for study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface[2]. The study would start from the following use cases:
	· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels


In this contribution, we present our views on evaluation methodology and initial evaluation results on AI/ML for CSI feedback enhancement.
Discussion
Introduction 
Based on the WID [2], there are three sub use cases for AI based CSI feedback as overhead reduction, improved accuracy and prediction, which can be further classified as following:
1. Overhead reduction
a. CSI-RS resource overhead reduction, which mean acquiring the same accurate CSI estimation with less CSI-RS resource 
b. CSI feedback overhead reduction, which means acquiring the same accurate CSI estimation with less UE feedback bits
2. Improved accuracy 
a. UE perform AI based CSI feedback and gNB acquire more accurate CSI estimation results. 
b. UE perform traditional CSI feedback and gNB perform AI based CSI estimation and acquire more accurate CSI estimation results. 
3. Prediction
a. CSI prediction in time domain, e.g., using the previous CSI to predict the CSI in future; 
b. CSI prediction in frequency domain, e.g., using CSI of one sub-band to predict another sub-band
We focus on the CSI overhead reduction and improve accuracy in the following sections, the evaluation methodology is provided in section 2.2 and initial evaluation results are provided in section 2.3.
Evaluation methodology 
The basic evaluation methodology is based on the square of GCS (SGCS) comparison and performance KPI comparison between AI-based CSI feedback and traditional CSI feedback. 
The SGCS is defined by formula (1) if the AI-based CSI feedback is eigenvector feedback, and the SGCS is defined by formula (2) if the AI-based CSI feedback is full channel feedback. When using AI-based eigenvector feedback, the baseline is existing codebook-based feedback such as Type I, Type II and eTypeII feedback. When using AI-based full channel information feedback, the baseline is the existing CSI quantity feedback such as CQI-RI-PMI. The evaluations of different feedback bit number needed, with the same SGCS value, overhead reduction achieved if AI-based method use less feedback bits; with the same feedback bit number, accuracy improvement achieved if AI-based method has higher SGCS value.
The performance KPI is BLER for LLS and spectrum efficiency for SLS. 
                                                                                                                                         (1)
Wherein, K is the sub-band number,  is the original eigenvector of sub-band k and  is the recovered eigenvector of sub-band k by AI. The eigenvector is based on SVD of channel matrix. 
                                                                                                                                      (2)
Wherein, K is the sub-band number,  is the original channel matrix of sub-band k and  is the recovered channel matrix of sub-band k by AI.
The other aspects need to be considered in the evaluation are listed as following, 
· For AI data set, using an open data set of channel matrix (H) is proposed for calibration. If open data set is not available, companies should provide the assumption of training set, validation set and test set respectively in the evaluation. For example, the training set data set is generated via SLS platform in scenario Uma, the test set is generated via SLS platform in scenario Umi. 
· For RI selection, in current codebook-based feedback, RI is variable based on the channel capacity. And RI value will impact the number of eigenvector for feedback. AI model with different output bit number have higher training complexity, and many evaluation details need to be aligned when the number of eigenvector is uncertain. For example, in case of rank=2, whether the AI model parameters for layer 1 and layer 2 should be trained jointly or separately. Therefore, RI is recommended to be fixed to 1 for calibration.
· For content of AI-based feedback, both full channel feedback and eigenvector feedback should be considered. Since the full channel information includes at least RI, CQI, PMI. From the fairness perspective, it requires more bits than eigenvector feedback with RI fixed to 1. Companies are encouraged to discuss how much bit number needed for full channel information feedback and provide the bit number assumed in the evaluation for AI-based full channel information feedback.
· For AI model, a reference AI model is proposed as a  baseline for calibration. Different companies can provide their AI NW model respectively for better performance. The complexity of AI model should be provided in FLOPs as a reference.
Proposal 1: Adopt the evaluation methodologies listed below:
· Compare the square of GCS and performance KPI between AI-based CSI feedback and traditional CSI feedback, wherein the performance KPI is BLER for LLS and spectrum efficiency for SLS.
· Data set: Open data set of channel matrix (H) is assumed for calibration, companies are encouraged to provide the data set assumption of training set, validation set and test set respectively in the evaluation. 
· AI content: AI-based eigenvector feedback and AI-based full channel information feedback should be evaluated, RI fixed to 1 for AI based eigenvector feedback.
· AI model: a reference AI model is proposed as a  baseline for calibration. Companies are encouraged to provide the AI model assumed in evaluation for better performance.
Evaluation results
We conducted link level simulations, the SGCS of AI-based eigenvector feedback and traditional Type II codebook feedback with different feedback bit number are provided. The simulation assumption is listed in Table 1:
Table 1: simulation assumption
	Parameter
	Value

	Carrier frequency
	3.5GHz

	Bandwidth
	10MHz

	Subcarrier spacing
	15KHz

	RB number
	48

	Subband number K
	12

	Nt
	32

	Nr
	4

	Channel model
	CDL-A300

	UE speed
	3km/h

	Delay spread
	300ns

	AI content
	Eigenvector

	Codebook
	Type II

	Bit number
	AI: 32, 48, 72, 96, 120, 140, 200

	AI model
	Transformer

	Channel estimation
	Ideal

	RI
	1


A transformer model is used in the evaluation, which comprising two parts as encoder part and decoder part and the basic structure are shown in Figure 1. The input data is eigenvector   based on SVD of channel matrix generated by CDL-A300, after linear embedding and positional embedding, the input data are encoded in the encoder. The encoded data then input to the decoder to get recovered eigenvector . In general, the encode procedure is performed in UE side and UE feedback quantized data to gNB, then gNB performs decoding procedure and finish CSI estimation. 
The AI training parameter are shown in Table 2, wherein the sample of training set, sample of validation set and sample of test set are averaged per sub-band with 4 RBs. The complexity of AI model is around 4.1GFLOPs and the detailed FLOPs for different feedback number are available in Table 3.
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Figure 1, The basic structure of Transformer model
Table 2, Parameter of AI model training
	AI training parameter 
	Value

	Quantization bits
	2 bits per vector

	Loss function
	MSE

	Learning rate
	0.001

	Optimizer
	Adam

	Epoch
	100

	Batchsize
	512

	Sample of training set
	75050, CDL-A300

	Sample of validation set
	3950, CDL-A300

	Sample of test set
	1000, CDL-A300


Table 3, AI model complexity with different feedback number 
	
	FLOPs

	AI 32bit
	4,121,128,780

	AI 48bit
	4,121,325,772

	AI 72bit
	4,121,621,260

	AI 96bit
	4,121,916,748

	AI 120bit
	4,122,212,236

	AI 140bit
	4,122,458,476

	AI 200bit
	4,123,197,196


The initial simulation results is present in Figure 2, which shows the performance of AI-based feedback is much better than that of Type II feedback. The overhead can be significantly reduced by AI, e.g., the SGCS can achieve to 0.95 through reporting 50 bits. In terms of accurate improvement, AI-based feedback with the same cost has a significant performance improvement, which is about 15% gain compared with Type II feedback. We further test the AI-based feedback in different SNR cases, the SGCS is present is Figure 3. The results shows that AI performance decrease with higher noise factor and the SGCS is 0.88 even when SNR equals to 0.
Observation 1: AI-based feedback has better SGCS performance than Type II feedback.
Observation 2: AI-based feedback has good SGCS performance even when SNR equals to 0.
[image: ]
Figure 2: The SGCS comparison between AI and eTypeII 
[image: ]
Figure 3: The SGCS of AI with different SNR 
Conclusions
In this contribution, we present views on evaluation methodology, evaluation metrics and initial evaluation results on AI/ML for CSI feedback enhancement, we have the following observations and proposals:
Observation 1: AI-based feedback has better SGCS performance than Type II feedback.
Observation 2: AI-based feedback has good SGCS performance even when SNR equals to 0.
Proposal 1: Adopt the evaluation methodologies listed below:
· [bookmark: _GoBack]Compare the square of GCS and performance KPI between AI-based CSI feedback and traditional CSI feedback, wherein the performance KPI is BLER for LLS and spectrum efficiency for SLS.
· Data set: Open data set of channel matrix (H) is assumed for calibration, companies are encouraged to provide the data set assumption of training set, validation set and test set respectively in the evaluation. 
· AI content: AI-based eigenvector feedback and AI-based full channel information feedback should be evaluated, RI fixed to 1 for AI based eigenvector feedback.
· AI model: a reference AI model is proposed as a  baseline for calibration. Companies are encouraged to provide the AI model assumed in evaluation for better performance.
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