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1 Introduction
In RAN#94e, the study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved. One of the objectives is the framework investigation [1]
	AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:

· Characterize the defining stages of AI/ML related algorithms and associated complexity:

· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 

· Inference operation, e.g., input/output, pre-/post-process, as applicable

· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 

· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]

· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 

· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating

· Dataset(s) for training, validation, testing, and inference 

· Identify common notation and terminology for AI/ML related functions, procedures and interfaces

· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate




In this contribution, we will discuss related aspects of AI framework including the data set, AI model, life cycle management and the collaboration levels and then share our view. 
2 Discussion
2.1 Consideration on the data set 
Data set is quite important to AI-based solutions. AI-based solution could extract and capture the hidden regularities from the data set by training and apply these regularities during the inference phase. For the data set generation for performance verification, the first issue is the data source. One option is to generate data by simulation and another option is using field data. In our view, various channel models or scenarios for evaluation are quite mature in the 3GPP and could reflect the situation in real implementation scenario. From this point, data set generated by simulation is a good starting point. As for field data, since it is usually generated in some specific scenarios and lack of generalization. Thus, it is improper to using field data for training. As for the test purpose, field data may be OK. But the integrity should be guaranteed to ensure the performance of AI model to be correctly reflected. 
Proposal 1: 

· Generating data set via simulation is the baseline. 

· Field data can be used for test purpose, but the integrity should be guaranteed. 

Since various channel model (e.g., CDL-A, CDL-C) or scenarios (e.g., Uma, Umi, Indoor) are defined in 3GPP for simulation, then how to generate data set by using these channel models or scenarios is another issue. The following options can be considered.  
· Opt.1: Data set is generated by various scenarios or channel models; E.g., generate the data set by collecting data in Umi, Uma and indoor scenario 
· Opt.2: Data set is generated in one specific scenario but with different parameters; E.g., data set for positioning can be generated in inF-DH scenario with different cluster parameters 
From our perspective, Opt.2 could extract more specific and accurate features of one scenario, and the inference performance in that scenario is expected to be better compared with Opt.1. While, on the other hand, the generalization capability is estimated to be worse compared with Opt.1. But, considering it is possible to define multiple AI-models to fit different scenarios and design certain procedure to perform AI model selection or switch to extend the generalization capability of AI model. Thus, we slightly prefer to utilize option 2 as the baseline for data set generation. 
Proposal 2: Generating data set in one scenario with different parameters is set as the baseline 
The generation of the data set would affect the performance of AI model, e.g., accuracy and generalization capability. Thus, to avoid the impact from different data set, common data set is more desirable. In addition, common data set is also beneficial to the simulation workload reduction  
Observation: Common data set is beneficial to the performance calibration and the simulation workload reduction 

2.2 Consideration on the AI model  
Regarding the AI model study, one objective is to characterize AI/ML algorithms and the associated complexity. In some other AI/ML application areas, such as image processing, smart home and automobile etc., MAC (Memory Access Cost) and FLOPs (Floating Point Operations) are two most significant characteristics to evaluate the complexity of AI algorithms. MAC is used to evaluate the memory required to store AI/ML models，which can be obtained by counting the total parameters of AI models. For example, for a CNN network, the number of convolution layers, the number of input/output channels and convolution kernels in each layer, the size of each convolution kernel and the number of bias parameter together determine the total parameters required by the network. FLOPs describes how many calculation operations required to perform one time of AI inference. Specifically, the computation of an AI model refers to the total number of multiplication and addition operations performed, and one multiplication operation or one addition operation just is one FLOPs. The total number of FLOPs is also related to the amount of parameters deployed in the AI network. As for the study of AI in RAN，we recommend adopting above two metrics to evaluate the AI algorithm’s complexity.
Besides, inference latency is also one important factor. It would affect the service experience quality. It is also affected by the declared computing capability of the platform, which is usually expressed as FLOPS (Floating Point Operations per Second).In addition, the computation capability may vary in different platforms, different UE types, or different AI chips. In general, the inference latency can be approximated as Delay = FLOPs of the AI model/ FLOPS of the inference platform. Of course, in the practical scenario, the above three parameters are not a simple linear relationship, and the inference latency may also be affected by specific internal structure of the AI model, hardware implementation, or software environment. However, since these effects is difficult to be expressed quantitatively, we recommend the above calculation formula for the latency calculation for simplicity.  
Proposal 3: Consider FLOPs and MAC as the baseline to evaluate the complexity of AI model 
Proposal 4: Consider FLOPs / FLOPS as the baseline to evaluate the latency of AI model
Besides the complexity, the power consumption is also one crucial metric, especially when the AI model is implemented on the device side. In addition, in the SID, it is stated that power consumption (including computational) associated with enabling respective AI/ML scheme should be considered. In some AI application areas, FLOPs/W or FLOPs/mW is declared as one power consumption parameter by the AI chipset. In this case, the total power consumption can be obtained by the parameter of FLOPs and the parameter of  (FLOPs/mW). 
The power consumption comparison  can be carried out among different AI-based methods and also can be carried out between the AI-based solution and the traditional solution. 

For the power consumption of traditional method, currently 38.840 defines some evaluation methodology and power consumption model. However, it shall be note that some misalignment happens between the evaluation of AI-based method by using the above method and the evaluation of traditional method by using 38.840. Firstly, only the power for computation is calculated in AI-based method. While, the power consumption calculated based on 38.840 involves the power consumption in both baseband and RF. In addition, the obtained power consumption results by using in 38.840 is one relative value, while the power consumption results by using the above method for AI model is one absolute value. Thus, how to align the power consumption comparison between traditional method and the AI-based method should be further considered. 
Proposal 5: 
· Study how to perform the power consumption comparison among different AI –based methods
· Study how to perform the power consumption comparison between AI-based method and the traditional non-AI based method 

For the AI model deployment, it is possible that the whole AI model or part of AI model is implemented on the device side used for inference at least. To enable the usage of AI model on the device side, additional hardware, memory storage, AI algorithm framework and software are required. In the real deployment, some devices may be equipped with these hardware/ framework/ memory storage while some not. Even for the devices supporting AI-based processing, processing capabilities are different among them. For example, some device may be capable of very complicated AI model while some devices only support very compact AI model.  In this case, the interaction on the UE capability between device and network would be necessary.  In this case, studying which kinds of UE capabilities are needed is necessary and will be helpful to establish better understanding on the AI model. 
Proposal 6: Discuss the necessary UE capabilities related to the AI-based processing  

2.3 Consideration on the life cycle management  
The life cycle management of AI model generally involves the model generation, model deployment and model monitoring. In this section, we will discuss the potential specification impact in each phase and share our views on the assumption in this study item. 

· Model generation 
Theoretically, the AI model can be generated on the network side or on the UE side. But in practical case, considering the powerful processing hardware and the huge data source on the network side, it is more feasible to generate the AI model on the network side. Considering this point, in this study, we could focus on the case of AI model generation on the network side. In the future release, AI generation on the UE side can be further discussed. 
Another issue is the training manner; there are various kinds of training manners such as offline training with static data or online training with real-time data. As a starting point, we could focus on the offline training with static data for simplicity 
Once the AI model is obtained by training procedure, the AI model can also be updated by newly collected data to achieve better performance. 

Proposal 7: Only focus on the offline training with static data on the network side in this study item 

· Model deployment 
Depends on the implementation strategy, multiple AI models may be defined for one use case. For example, for the AI-based positioning, separate AI model may be defined for IOO scenario and InF scenario. Or depends on different UE processing capability, multiple AI models may be defined to fit different UE processing capabilities. In this case, model selection procedure is involved in the Model deployment. In addition, in some use cases, model selection may result in specification results. For example, some assistance information from UE side need to be defined to facilitate the model selection on the network side. 

Proposal 8: Discuss the need of defining multiple AI models and the need of AI model selection among multiple AI models 
Once one specific AI model is determined, AI model transfer over the air interface is possible. For example, AI model is trained on the network side and the interference is implemented on the UE side. In this case, network need to transfer this AI model to UE side. Since the AI model is different from normal traffic data or signaling. Then whether define new QoS level or define new bear for the AI model needs investigation 
Proposal 9: Discuss the potential specification impact for the model transfer 

· Model monitoring 
Once the model is implemented, due to the change of scenario or change of available processing resource, the original model may not be suitable. In this case, switch the AI model for inference or switch between the traditional processing or AI model-based processing may be possible. For this case, possible specification impact would be involved as well, especially for the collaborated inference between UE and gNB. Certain procedure or signaling is needed to establish the change of AI model or processing manner. 
Proposal 10: 
· Discuss the need for the change of AI model for inference 
· Discuss the need for the switch between the AI-based processing and non-AI based processing 
2.4 Consideration on the collaboration level   

Another objective for the AI/ML algorithm framework is to identify various levels of collaboration between UE and gNB pertinent to the selected use cases. And during the email discussion for approving this study item, the suggested category of collaboration level from the Moderator was accepted by most companies. And in our view, it is a good starting point to use this categorize the use cases. 

	Cat.1:  AI/ML related training and inference are all conducted at one side of network or UE and is transparent to the other side 

Cat.2: AI/ML related training and inference are conducted at one side of network or UE, but requires additional signalling or procedure enhancements between two sides, potentially with existing signalling framework. Additional information is not directly related to training and inference, e.g., capability, new patterns etc.;

Cat.3: AI/ML related inference is conducted at one side of network or UE, with assisted training information exchanged between two sides; 

Cat.4: AI/ML related inference are conducted together at both sides of network and UE training maybe conducted at one side or both. Information related to inference need to be exchanged between both sides. 




3 Conclusion
Proposal 1: 

· Generating data set via simulation is the baseline. 

· Field data can be used for test purpose, but the integrity should be guaranteed. 
Proposal 2: Generating data set in one scenario with different parameters is set as the baseline 

Proposal 3: Consider FLOPs and MAC as the baseline to evaluate the complexity of AI model 

Proposal 4: Consider FLOPs / FLOPS as the baseline evaluate the latency of AI model
Proposal 5: 

· Study how to perform the power consumption comparison among different AI –based method

· Study how to perform the power consumption comparison between AI-based method and the traditional non-AI based method 
Proposal 6: Discuss the necessary UE capabilities related to the AI-based processing  

Proposal 7: Only focus on the offline training with static data on the network side in this study item 
Proposal 8: Discuss the need of defining multiple AI models and the need of AI model selection among multiple AI models 

Proposal 9: Discuss the potential specification impact for the model transfer
· Proposal 10: 

· Discuss the need for the change of AI model for inference 

· Discuss the need for the switch between the AI-based processing and non-AI based processing 
Observation: Common data set is beneficial to the performance calibration and the simulation workload reduction 
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