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1 Introduction
[bookmark: OLE_LINK83]Rel-18 study item on AI/ML for NR air interface [1] has been agreed in RAN#94-e-Meeting. Specifically, beam management was agreed as an initial use case. Further, for each use case, representative sub use cases need to be selected for subsequent study, such as performance evaluation and potential specification impact.
In this contribution, we provide our views on finalization of representative sub use cases and potential specification impact.
	Objective of SI [1]
[bookmark: OLE_LINK59][bookmark: OLE_LINK58]Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 

For the use cases under consideration:
[bookmark: OLE_LINK60][bookmark: OLE_LINK61]Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· [bookmark: OLE_LINK7][bookmark: OLE_LINK8]Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.


2 [bookmark: OLE_LINK64][bookmark: OLE_LINK65]Discussion
2.1 [bookmark: OLE_LINK123][bookmark: OLE_LINK124]Discussion on finalization of representative sub use case
[bookmark: OLE_LINK90][bookmark: OLE_LINK91][bookmark: OLE_LINK176][bookmark: OLE_LINK177][bookmark: OLE_LINK191][bookmark: OLE_LINK192][bookmark: OLE_LINK92][bookmark: OLE_LINK93]For the use case of beam management, many companies have proposed several sub use cases in the past two e-meetings (RAN#93 and RAN#94). And from the preliminary simulation results [2, 3] provided by some companies, these sub use cases can bring significant gain, such as reduction of overhead and latency, beam selection accuracy improvement. Further, in order to better study the impact of beam management on NR air interface in limited TUs, it has been agreed that the most representative sub use case(s) are needed to be finalized. From our point of view, the finalized representative sub use case(s) should follow at least the following three principles:
· P-1: Showing significant gain (relevant simulation verification is preferred), e.g., reduction of overhead and latency, beam selection accuracy improvement.
· [bookmark: OLE_LINK94][bookmark: OLE_LINK95][bookmark: OLE_LINK111][bookmark: OLE_LINK112]P-2: The finalized representative sub use case(s) can support various gNB-UE collaboration levels as much as possible, e.g., separate AI/ML operation (but assistance information is required) and joint AI/ML operation.
· P-3: Each finalized representative sub use case has significant potential specification impact. Otherwise, it is unnecessary to spend a lot of time discussing the sub use case in subsequent meetings.
According to the above three principles, especially the latter two principles, we analyse the following sub use cases that are most interested in case by case:
· Beam prediction in spatial domain (Figure 1).
· [bookmark: OLE_LINK96][bookmark: OLE_LINK97][bookmark: OLE_LINK98]Description: Base on AI model, UE only needs to measure the qualities of partial beams to estimate the qualities of all beams, or predict the best beam having the largest beam quality.
· P-1: The beam measurement time or overhead of beam measurement resources can be reduced obviously.
· P-2: It involves separate AI/ML operation, but assistance information may be required.
· P-3: Potential specification impact on beam measurement and reporting.
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[bookmark: OLE_LINK88][bookmark: OLE_LINK89][bookmark: OLE_LINK99][bookmark: OLE_LINK100]Figure 1. Beam prediction in spatial domain
· Beam prediction in time domain.
· Description: Based on AI model, UE can use the historical beams to predict the future beam(s). Specifically, the following sub use cases can be studied:
· [bookmark: OLE_LINK178][bookmark: OLE_LINK179]UE can use beams applied at consecutive N (e.g., 4) historical time points to predict one or more beams applied in future, e.g., the sub use case shown in Figure-2.
· UE can use beam applied at consecutive N (e.g., 4) historical time points to predict one or more beams applied in future and corresponding application times, e.g., as shown in Figure-3, the sub use case of predictable mobility for beam prediction proposed in [3].
· [bookmark: OLE_LINK182][bookmark: OLE_LINK183]P-1: The overhead of beam measurement and reporting can be reduced obviously.
· P-2: It involves separate AI/ML operation, but assistance information may be required.
· [bookmark: OLE_LINK180][bookmark: OLE_LINK181][bookmark: OLE_LINK101][bookmark: OLE_LINK102]P-3: Potential specification impact on beam indication, measurement and reporting.
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Figure 2. Beam prediction in time domain
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Figure 3. Predicted mobility-based beam prediction [3]
· [bookmark: OLE_LINK184][bookmark: OLE_LINK185][bookmark: OLE_LINK107][bookmark: OLE_LINK108]Beam selection accuracy improvement.
· Description: More accurate beam qualities can be estimated, which is facilitate improvement of accuracy of beam selection.
· P-1: The overhead of beam measurement and reporting can be reduced obviously.
· P-2: It involves separate AI/ML operation, but no assistance information is required.
· P-3: No obvious potential specification impact.
[bookmark: OLE_LINK109][bookmark: OLE_LINK110][bookmark: OLE_LINK115][bookmark: OLE_LINK116][bookmark: OLE_LINK113][bookmark: OLE_LINK114][bookmark: OLE_LINK186][bookmark: OLE_LINK187][bookmark: OLE_LINK190]From the above analysis, it can be observed that beam prediction in spatial domain and beam prediction in time domain can satisfy the above three principles, while beam selection accuracy improvement cannot satisfy at least the latter two principles. Therefore, beam selection accuracy improvement is not sufficient as a representative sub use case for AI beam management.
[bookmark: OLE_LINK121][bookmark: OLE_LINK122][bookmark: OLE_LINK207][bookmark: OLE_LINK208][bookmark: OLE_LINK193][bookmark: OLE_LINK194]Observation 1: At least from the perspective of supporting various gNB-UE collaboration levels and having significant potential specification impact, beam prediction in spatial/time domain can be final representative sub use cases, while beam selection accuracy improvement can’t.
Consequently, in order to better study the impact of beam management on NR air interface in limited TUs, beam prediction in spatial/time domain should be use as the final representative sub use cases.
[bookmark: OLE_LINK127][bookmark: OLE_LINK128]Proposal 1: Support beam prediction in spatial/time domain as the final representative sub use cases.
2.2 [bookmark: OLE_LINK125][bookmark: OLE_LINK126]Discussion on potential specification impact
[bookmark: OLE_LINK221][bookmark: OLE_LINK222][bookmark: OLE_LINK209][bookmark: OLE_LINK210]In Rel-18 SID on AI/ML for NR air interface, it has been agreed that the potential specification impact on the dataset construction for training, validation and test for the selected use cases can be considered. Generally, in the early stage of AI application, considering the limited computing power, huge delay of online training and high cost, it may be a good selection for UE or gNB to directly apply an offline trained model. However, a potential disadvantage for offline training is that the data including training, validation and testing is collected in a specific environment. Although the environment has considered all possible real environments as much as possible, due to the diversity of real environment and random movement of UE, the (inference) performance of applying the model directly to UE may not be ideal. In other words, the model trained offline may not be applicable to the real environment where UE is located in. Therefore, in order to obtain a more ideal model, the local or field data collected in real environment needs to be considered in model training. Further, if all the data required for model training derive from the local data, it will consume a large number of times, which may be unexpected. Alternatively, we can consider performing an online verification, discrimination or cleaning for the (training, validation or testing) dataset collected offline before model training, validation or testing. Specifically, for beam prediction in spatial domain, a portion of data collected offline can be expressed as: N beams (e.g., CRI/SSBRI) and corresponding beam qualities (e.g., L1-RSRP). And UE needs to measure the N beams and obtain the corresponding L1-RSRPs in real environment. For performing online verification, the measured L1-RSRPs need to be compared with the L1-RSRPs collected offline. According to the comparison results, the verification results (i.e., whether the offline data is suitable for real environment) are clear at a glance. Further, the portion of data can be retained, updated or dropped based on the verification.
[bookmark: OLE_LINK231][bookmark: OLE_LINK232][bookmark: OLE_LINK205][bookmark: OLE_LINK206]Observation 2: In order to ensure the performance of the AI model in the real environment, verification of dataset including training, validation and testing is essential.
[bookmark: OLE_LINK203][bookmark: OLE_LINK204][bookmark: OLE_LINK198][bookmark: OLE_LINK199][bookmark: OLE_LINK200][bookmark: OLE_LINK201]Ulteriorly, the verification results can be decided either by UE or gNB. Specifically, if the verification results is decided by UE, the UE needs to report an indicator to gNB to inform the decision. On the other hand, if the verification results is decided by gNB, the UE needs to report the N beams and corresponding beam qualities to gNB. However, according to the existing specification, UE only supports reporting up to 4 beams. Therefore, in order to support dataset verification, it should be necessary to study how to exchange the indicator between gNB and UE, and how to report more beams (e.g., K>4).
Proposal 2: Study the mechanism of exchanging information indicting verification results between gNB and UE.
Proposal 3: Study the mechanism of reporting more beams, e.g., K>4.
According to Rel-18 SID on AI/ML for NR air interface, potential specification impact on AI model lifecycle management also need to be considered. For each sub use case, more than one AI model may be arranged, and these models can be applied to different channel environments. Specifically, for beam prediction in spatial domain, different inputs or outputs of AI model may correspond to different AI models. For example, two models (Model-0 and Model-1) supporting estimate 32 beams are deployed. The input of Model-0 is represented by 4 beam qualities, and the input of Model-1 is represented by 8 beam qualities. When the channel environment is better, Model-0 can be applied to achieve the highest resource savings. When the channel environment is worse, Model-1 can be applied to ensure the accuracy of the estimated 32 beams. Therefore, for each sub use case, it is possible and necessary to arrange multiple AI models to applicable to different channel environments.
[bookmark: OLE_LINK229][bookmark: OLE_LINK230]Observation 3: For sub use case, multiple AI models may be arranged or deployed.
Although multiple AI models can be arranged or deployed for a sub use case, only one model is needed for model inference. Therefore, it should be necessary to select a model for model inference. Further, model selection can be achieved by gNB or UE, and the selected model needs to be indicate to the other side. Otherwise, “model misalignment” may be caused. For example, if the selected model (e.g., Model-0) in UE side is not indicated to gNB, gNB won’t know how many resources of beam measurement need to be configured for UE.
[bookmark: OLE_LINK227][bookmark: OLE_LINK228]Proposal 4: Study the mechanism of model selection.
[bookmark: OLE_LINK235][bookmark: OLE_LINK236]Potential specification impact on measurement and reporting for the selected use cases is also an important aspect to be considered. For beam prediction in time domain, it becomes a reality to use the historical beam to predict the future beam, which will greatly save overhead of beam measurement and reporting. That is especially obvious in the scenario of high speed movement (e.g., HST, freeway). Specifically, in order to ensure the real-time performance of beam (pair), i.e., beam tracking, gNB will configure a periodic or semi-persistent beam reporting. And UE needs to perform beam measurement and reporting frequently. If beam prediction in time domain is supported, huge and unnecessary overhead of beam measurement resources and reporting resources can be saved. For example, as shown in sub use case shown in Figure 2. UE needs to report the measured beams at the time points (e.g., M-4, M-3, M-2, …) corresponding to orange squares periodically. After beam prediction in time domain is applied in gNB side, gNB can use 4 reported beams in time point M-4, M-3, M-2 and M-1 to predict the beam corresponding to the time point M base on AI model. Obviously, UE does not need to report beams in time point M, and it means that UE does not also need to perform beam measurement before the time point M. Accordingly, resources of beam measurement and reporting corresponding to the time point M can be saved.
[bookmark: OLE_LINK225][bookmark: OLE_LINK226]Observation 4: For periodic or semi-persistent beam reporting, overhead of beam measurement and reporting resources can be reduced with beam prediction in time domain.
[bookmark: OLE_LINK233][bookmark: OLE_LINK234][bookmark: OLE_LINK213][bookmark: OLE_LINK214][bookmark: OLE_LINK215][bookmark: OLE_LINK216]However, it should be noted that, UE needs to continue to report beams in the time point M+1 for the next beam prediction. Further, for the sake of saving the resources of beam measurement and reporting corresponding to the time point M, gNB needs to release/deactivate the beam reporting before the time point M and re-configure/activated the reporting after the time point M. Since beam tracking is a continuous process, this release/deactivate and re-configure/activated is also a continuous and frequent action. According to the existing specification, a periodic or semi-persistent beam reporting is configured/released or activated/deactivated by a RRC or MAC-CE signaling. Consequently, huge signaling will be consumed. But, due to the same time interval between the time points, it is clearly that these signaling for the beam reporting is unnecessary. Therefore, in order to reduce overhead of unnecessary signaling for the beam reporting, we should study the mechanism of discontinuous (or stop and start automatically) reporting in periodic or semi-persistent beam reporting.
[bookmark: OLE_LINK237][bookmark: OLE_LINK238][bookmark: OLE_LINK223][bookmark: OLE_LINK224]Proposal 5: Study the mechanism of discontinuous reporting in periodic or semi-persistent beam reporting.
Finally, for the potential specification impact on assistance information for specific sub use case, information related to application time of beam may need to be considered. As described in the sub use case mentioned in [3] (i.e., in Figure 3), gNB can use AI model to predict the beams (or a beam pattern) for a long time in the future. And the predicted beam pattern consists of a set of beams and corresponding application times. Based on the beam pattern, gNB can indicate the predicted beam to UE at the corresponding time point. However, due to the application time of the predicted beam is fixed, for the UE, the timing of beam switching can be predicted in advance. Therefore, beam indication is obviously unnecessary, at least for the application time corresponding to the predicted beam pattern. Consequently, from our point of view, the method of indicting the application time of beam should be investigated.
Proposal 6: Study the method of indicating the future beam and the application time of beam.
3 Conclusion
In this contribution, we provided our views on finalization of representative sub use case and potential specification impact, and we have the following observations and proposals:
Observation 1: At least from the perspective of supporting various gNB-UE collaboration levels and having significant potential specification impact, beam prediction in spatial/time domain can be final representative sub use cases, while beam selection accuracy improvement can’t.
Observation 2: In order to ensure the performance of the AI model in the real environment, verification of dataset including training, validation and testing is essential.
Observation 3: For sub use case, multiple AI models may be arranged or deployed.
Observation 4: For periodic or semi-persistent beam reporting, overhead of beam measurement and reporting resources can be reduced with beam prediction in time domain.
[bookmark: OLE_LINK217][bookmark: OLE_LINK218]Proposal 1: Support beam prediction in spatial/time domain as the final representative sub use cases.
Proposal 2: Study the mechanism of exchanging information indicting verification results between gNB and UE.
Proposal 3: Study the mechanism of reporting more beams, e.g., K>4.
Proposal 4: Study the mechanism of model selection.
Proposal 5: Study the mechanism of discontinuous reporting in periodic or semi-persistent beam reporting.
Proposal 6: Study the method of indicating the future beam and the application time of beam.
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