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1	Introduction
In RAN plenary 94-e [1], a new SI for Rel-18 on extended reality (XR) was agreed [1], with objectives covering 1) XR-awareness in RAN, 2) XR-specific power saving, and 3) XR-specific capacity improvements. 
In this contribution, we discuss possible study topics related to the third area, following the objectives in [1]:
“Objectives on XR-specific capacity improvements (RAN1, RAN2): 
· Study mechanisms that provide more efficient resource allocation and scheduling for XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc…). Focus is on the following mechanisms: 
· SPS and CG enhancements;
· Dynamic scheduling / grant enhancements.”
[bookmark: _Ref178064866]2	Discussion
[bookmark: _Toc87019448]2.1	Overview on XR traffic and transmission schemes
XR services include several traffic flows in both downlink (DL) and uplink (UL) directions, e.g., DL video and UL scene application packets (also referred to as video/scene frames), DL audio application packets, and UL pose/control application packets. As described in [2], these flows have different characteristics (e.g., bit rate and periodicity) and requirements in terms of (application) packet delay budget (PDB). DL video and UL scene traffic are considered periodic and have large-sized application packets with variability in size at the presence of jitter (particularly in DL due to varying frame encoding delay and network transfer time). UL pose/control traffic is also assumed periodic but with no jitter and fixed small-sized application packets.
XR video traffic can be like eMBB traffic, since the application packet size varies just like, e.g., FTP or web browsing, but its quasi-periodic nature makes this traffic similar to voice and motion control traffic in industries. In contrast, XR pose/control traffic is somehow similar to URLLC traffic for industrial Internet of Things (IIoT) services due to periodic and fixed small-sized nature of the application packets but with more relaxed latency requirements.
Thus, application information on the traffic characteristics can assist the RAN to handle different XR flows according to the committed Quality of Service (QoS), such as knowing which IP packets belong to the same application packet and the periodicity of the traffic flows [3].

[bookmark: _Toc102152239]Using XR application information at RAN is useful for more efficient scheduling and radio resource management.

Regarding the transmission schemes, two general categories are considered, namely, the dynamic grant (DG) based transmissions, and UL Configured Grant (CG) and DL Semi-Persistent Scheduling (SPS) based transmissions.
Dynamic grant (DG) based transmissions enable the gNB to provide variable-sized grants to a UE, i.e., time-variable amounts of resources depending on system conditions. Hence, DG allows adaptation but may come with the cost of control signalling overhead (e.g., Scheduling Requests (SR) and Downlink Control Information (DCI) messages), and potentially increased latency.
Configured Grant (CG) and Semi-Persistent Scheduling (SPS) based transmissions enable the gNB to semi-statically allocate resources to the UE to be used in DL or UL periodically when traffic is present. CG/SPS based transmissions are in general beneficial for periodic transmission of fixed small-sized data packets under rather stable channel conditions. 
When mapped to XR traffic, we preliminarily observe that: 
[bookmark: _Toc102152240]DG is very suitable to deal with varying application packet size and possible jitter for DL video and UL scene traffic.
[bookmark: _Toc102152241]CG can be used for very predictable and fixed small-sized UL traffic, e.g., pose/control and Buffer State Reports (BSRs) triggered by UL scene traffic.

2.2	Capacity analysis of XR traffic transmission schemes (DG and CG/SPS based) 	
In the following we investigate in more details the impact of different transmission approaches for XR traffic. 
We illustrate the above observations with an example where scene traffic (with no jitter) is handled via different transmission strategies in UL, with traffic characteristics as in [2] (Bit Rate = 10 Mbps, Frame Rate = 60 fps, and variable frame (i.e., application packet) size following a truncated gaussian distribution with mean equal to the average application packet size (), standard deviation equal to the 15% of , and min/max values equal to ). We consider the following DG schemes:
· DG (with SR and initial big grant): we assume the network is not aware of traffic periodicity and the UE requires transmission grants via SRs. Once a SR is received, the network provides a first grant that has sufficient resources (Modulation and Coding Scheme (MCS) and bandwidth (BW)) to transmit a significant portion of the scene frame. The BSR is also included in this transmission, so to help the network to arrange the resources in the next grants.
· DG (with SR and initial small grant for BSR): we assume the network is not aware of traffic periodicity and the UE triggers SRs. Once a SR is received, the network provides a first grant that mostly targets the reception of the BSR from the UE. Hence, this first grant is resource-limited and a negligible amount of data of the scene frame is transmitted along with the BSR.
· Proactive DG (with initial big grant) and Proactive DG (with initial small grant for BSR): we now assume the network is XR-aware and knows the periodicity of the scene traffic. Hence, it can proactively provide grants to the UE when new scene frames arrive.
Moreover, we consider a baseline CG scheme where a CG is active with a given periodicity (e.g., in every UL slot, in every other UL slot, or in every two UL slots) so to accommodate the transmission of scene frames.
Figure 1(a) shows the 99% percentile of the transmission delay (i.e., the time from when a new scene frame arrives until it is fully delivered by RAN), while Figure 1(b) shows the number of UL slots allocated to but unused by the UE (b), for 100 scene frames. Results are shown as a function of the MCS allocated to the UE and assuming the UE is given a BW of 30 MHz. Moreover, DDDSU is the TDD pattern and Subcarrier Spacing (SCS) is 30 kHz.
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[bookmark: _Ref101888403][bookmark: _Ref101888388](b)
[bookmark: _Ref101889334]Figure 1. 99% percentile of the transmission delay (a) and of the number of UL slots allocated to but unused by the UE (b), for 100 scene application packets transmitted via different transmission strategies, as a function of the MCS allocated to the UE and assuming an allocated BW of 30 MHz (TDD pattern: DDDSU, SCS = 30 kHz). 
We first observe that XR-awareness (i.e., in this example, knowing the traffic periodicity) is beneficial for improving scheduling operations. Indeed, DG delay can be reduced by proactively granting resources when new scene frames are expected to arrive. Proactive DG (with initial big grant) minimizes the delay since the first allocated grant is also used for transmitting a significant portion of the scene frame, with the size of this portion depending on the allocated MCS/BW (Figure 1(a)). 
We also observe that the use of CG may achieve the same delay performance of DG if a) the allocated MCS/BW are the same as DG, and b) the CG is active in every UL slot. Together with the large-size nature of the scene application packets, this implies the need for configuring a CG with large resources in every UL slot, which may be questionable from a system capacity perspective. Moreover, the use of CG Type 1 implies a semi-static allocation of periodic resources to the UE (via RRC), while the use of CG Type 2 may allow to deactivate a CG and activate a new one (e.g., with different resources) via dedicated DCIs. In both cases, the CG configuration may not match well (and thus changed easily when needed) with a) variable channel/network conditions and b) variable resources needed by the UE. As a result, it may happen that the UE gets more resources than needed, resulting in allocated but unused CG slots, a fact that leads to unwanted resource waste (Figure 1(b)). Increasing the CG period may decrease the resource waste (Figure 1(b)) but also increases the delay (Figure 1(a)). Hence, we argue that finding CG configurations providing good trade-offs between delay and resource waste while serving variable large-sized XR application packets seems nontrivial.  
Based on the above discussion, we summarize our view in Table 1.
[bookmark: _Ref101889708]Table 1. Analysis of DG/CG&SPS based transmission of XR traffic flows.  
	XR traffic type
	 DG and CG/SPS based transmissions

	
DL video and UL scene
	Due to high bit and frame rates, most of the application packets are large-sized and may require several Transport Blocks (TBs) to be transmitted. Moreover, application packets present jitter and size variability. Hence, DG may better handle such traffic, considering that current CG/SPS mechanisms are proposed for handling fixed small-sized application packets and provide semi-static and periodic resources that may not always match well with variable size and jitter.

	
UL pose/control and BSRs for UL scene
	DG may still be used for this traffic, but CG represents a viable option. Indeed, the CG configuration (e.g., allocated MCS/BW) is simpler than the previous case, thanks to the fixed small-sized application packets. However, some issues may still exist with using CG for this traffic, since the supported configurations for CG periodicity as per Rel-17 may not match well with non-integer periodicity of XR traffic and adopted TDD patterns.



Therefore, we propose to take into consideration the following scenarios for XR capacity enhancements study regarding the DG or CG/SPS based transmission schemes.
[bookmark: _Toc102152247]Dynamic grant should be considered as a baseline for capacity enhancement study.
[bookmark: _Toc102152248]Enhancement study of CG/SPS should be limited to non-video traffic with very predictable packet size, e.g., UL pose/BSR.
[bookmark: _Toc102136187]
2.3	Capacity enhancements techniques
In the following sections we highlight possible enhancements for different transmission schemes considering their use for XR traffic. We provide an overview on different areas for enhancements including physical layer procedures as well as the higher layer procedures such as XR-specific enhancements related to BSR and efficient traffic dropping in this contribution. The reason is that we believe that it is crucial to have a proper analysis and understanding on different enhancement techniques in the big picture. Establishing the proper understanding is fundamental for identifying the promising techniques and meaningful specification efforts.
2.3.1	Techniques for CG/SPS enhancements
In the following, we explain the challenge of matching XR traffic with CG periodicity via a simple example and show how possible solutions to such a challenge may improve system performance. Note that similar discussions can be carried out for SPS and cases where traffic jitter must be considered.
In the example, we assume to configure and use a CG for transmitting pose/control application packets in a 5G NR TDD system with SCS = 30 kHz. Pose/control traffic is as in [2] (Bit Rate = 0.2 Mbps, Frame Rate = 250 fps, i.e., 4 ms period, and fixed application packet size of 800 bits). We assume initial perfect time alignment between the arrival of the 1st application packet and the 1st CG occurrence. Under DDDSU pattern, it can be observed that two UL slots are available between the 1st and 2nd pose/control application packets; Hence, a reasonable periodicity configuration would be so to have a CG active in every other UL slot.
Figure 2 shows how the transmission timeframe would look like for DDDSU pattern and adopting such a CG period (blue bars). It can be observed that pose/control traffic cannot be optimally transmitted on the available CG slots. In fact, even with initial time alignment, application packets experience increasing delays that negatively impact the entire transmission and eventually hinder the possibility to meet the PDB (equal to 10 ms [2]) for all the application packets. Hence, in this case, a solution to avoid increasing delays may be needed. We show the possible benefit of employing a CG time-realignment mechanism in Figure 2 (red bars), and observe that a periodic realignment of CG occurrences (every 5th UL slot in this case) would avoid delay accumulation.
[image: ]
[bookmark: _Ref102139077]Figure 2. Alignment delay for CG-based transmission of pose/control traffic in DDDSU pattern, using a CG in every other UL slot, without (blue bars) vs. with (red bars) a CG-realignment mechanism.

We also observe that Rel-15 and Rel-16 already provide two solutions to the above issue, i.e., a) activate the CG in every UL slot and b) activate multiple CGs with different starting times. We argue that, although feasible, both solutions may lead to resource overprovisioning and thus unwanted capacity waste, since allocated but unused CG slots may appear. We also observe that the activation of multiple CGs requires dedicated signaling for each CG. Moreover, aiming at reducing resource overprovisioning, we could consider deactivating the CGs when not needed and activate them back when needed. Therefore, this solution may further increase signaling exchange.
Based on the above discussion, we propose the following:
[bookmark: _Toc102152249]Study enhancements on CG/SPS periodicity to better match with XR traffic periodicity (including possible jitter) and TDD patterns.
2.3.2	Techniques for DG enhancements
As mentioned in the previous sections, the network may often need to allocate several TBs (slots) to deliver all the IP packets belonging to an XR application packet. We show this aspect in the following example, where we assume scene traffic with the characteristics agreed in [2]. Figure 3 shows the statistics of the number TBs needed for transmitting a scene frame, as a function of the adopted MCS (as per Table 5.1.3.1-2 of TS 38.214) and BW allocated to a UE (we use 30 MHz and 60 MHz as illustrative examples, following Table 5.3.2-1 of TS 38.104 with SCS = 30 kHz). The Transport Block Size (TBS) is evaluated following [4] with 2 MIMO layers. 
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[bookmark: _Ref101889973]Figure 3. Statistics of the number of TBs needed for transmitting a scene frame as a function of MCS and bandwidth allocated to the UE. Each boxplot is computed on 500 application packets.
Figure 3 shows that several TBs may be required for transmitting scene frames. This is particularly true in low MCS / small BW scenarios, thus implying that serving multiple XR users under challenging channel conditions would likely require multiple and consecutive resource allocations. 
In normal DG operations, the resource allocation for an entire application packet would be executed by sending several DCIs to the UE (one DCI per TB); Therefore, investigating how to reduce control signalling overhead (e.g., consecutive DCIs) for the resource allocation of large-sized XR application packets seems relevant.
[bookmark: _Toc87019452][bookmark: _Toc102152242]Multiple and consecutive resource allocation to handle large-sized XR application packets is expected.
[bookmark: _Toc102152243]Resource allocation mechanisms with reduced DL control signaling are beneficial for XR services.
In this context, multi-slot/multi-cell scheduling is a viable option, as it allows to use a single DCI for performing the transmission of multiple TBs in different slots in DL (multi-PDSCH) and UL (multi-PUSCH) directions, although using the same MCS/BW for all the scheduled TBs.
Both multi-PDSCH and multi-PUSCH dynamic scheduling over multiple slots are standardized by Rel-17 with some limitation of applicability, e.g., for FR1. Moreover, as part of multi-carrier enhancements work Item, multi-cell scheduling is going to be supported in Rel-18. 
When considering the application to XR, some aspects related to multi-slot/multi-cell scheduling should be considered: 
· Under stable channel/network conditions, multi-slot scheduling may be beneficial compared to nominal DG, as it would avoid sending similar (if not same) DCIs for allocating consecutive TBs (e.g., the ones composing an XR application packet), thus significantly reducing redundant DL control signaling. Indeed, in this case, the same set of resources (e.g., MCS/BW) may be successfully used for transmitting consecutive TBs. 
· Under variable channel/network conditions, current multi-slot scheduling mechanisms may face more issues than normal DG, as it may happen that the same given resources do not adapt well to the transmission of consecutive TBs. On the one hand, when channel conditions worsen, a fixed MCS for all the TBs of an application packet may lead to decreasing the transmission reliability of the last TBs, with corresponding increase of Block Error Rate (BLER) and retransmissions. On the other hand, when channel conditions improve, a fixed MCS may hinder to optimally exploit the channel. This is particularly relevant when fixing the MCS would not allow for meeting the PDB of an application packet, while adapting the MCS to improved channel conditions would make it possible to meet the PDB.  
· Finally, we observe that enabling multi-PDSCH/multi-PUSCH for FR1 would be beneficial, considering that XR services are also expected to be supported in this frequency range. 
Based on the above discussion, we propose the following:
[bookmark: _Toc102136088][bookmark: _Toc102136189][bookmark: _Toc102136200][bookmark: _Toc102137677][bookmark: _Toc102136089][bookmark: _Toc102136190][bookmark: _Toc102136201][bookmark: _Toc102137678][bookmark: _Toc102152250]Study enhancements for multi-slot dynamic scheduling schemes including efficient MCS indication to serve XR traffic in both DL and UL directions.

2.3.3	Other enhancements
In the following, we briefly describe techniques that improve the higher layer procedures. These enhancements considerably improve the performance of physical layer procedures and consequently the overall performance. Therefore, paying attention to such techniques is important for identifying the key techniques even at physical layer. 
2.3.3.1	Enhancing Buffer State Report information 
BSR comprises of an integer value associated with buffer size. Hence, due to the nature of BSR, there is always a quantization error. In XR scenarios, it is beneficial for the scheduler to know in advance the application packet size, so that the PDB can be efficiently taken into account along with the size, and the scheduler can better plan transmission grants for serving as many users as possible.
In the following, we provide an example to explain the current shortcomings and existing potentials for improvements. We illustrate simulation results in the Figure 4 that demonstrates a capacity improvement by more than 10% when using a finer BSR granularity.
[image: ]
[bookmark: _Ref101890079]Figure 4. Capacity improvement when a finer BSR granularity is used by a Round Robin (RR) scheduler.
[bookmark: _Toc102152244]Current BSR coding model introduces uncertainties impacting system capacity with XR traffic.
In addition to buffer size, there can be another information incorporated in BSR that can be used to improve handling of XR users. Figure 5 shows an example of including delay information, e.g., the time left until exceeding the PDB for the application packets in the UE buffer, in the BSR and using it in a delay-aware scheduling algorithm (Least Slack Time) to better prioritize users in most urgent need, providing them resources to meet their PDB. In this way, network resources can be used more effectively with a 10% gain in XR capacity.
[image: ]
[bookmark: _Ref101890370]Figure 5. Capacity improvement when delay information is included in BSR and used by a Least Slack Time scheduler.

[bookmark: _Toc102152245]Including additional delay information in BSR can increase system capacity.
Therefore, we propose to consider the following enhancements for BSR:
[bookmark: _Toc102152251]Study enhancements of BSR consisting of improving BSR granularity and including delay information in the BSR relevant to XR traffic.
2.3.3.2	Leveraging efficient XR traffic dropping
It is expected that for many XR services, only the application packets that meet the PDB are of value for the service and thus the data delivered for an application packet later than required is wasting network resources. Hence, when network congestion occurs, it could instead be beneficial to use those resources for serving other users in the network. One solution may thus be to drop an application packet before starting to transmit it if it is estimated that such application packet will not meet the PDB. 
Figure 6 shows an example of using an application packet dropping solution, and highlights that a capacity gain of more than 10% can be achieved as more users can meet their service requirements when there is less wasting of resources for transmitting the application packets of worst users.
[image: ]
[bookmark: _Ref101890440]Figure 6. Capacity improvement when an application packet dropping mechanism is used. The solution is compared against the legacy packet discard mechanism at PDCP layer. Application packet is referred to as application data unit (ADU) in this figure.  

[bookmark: _Toc102152246]If late application packets are not of value for an XR service, solutions dropping application packets that are expected to be late will allow for increased XR capacity.
Therefore, we propose to consider the following enhancements for improving XR capacity:
[bookmark: _Toc102152252]Study mechanisms for dropping late application packets as possible solutions to increase XR capacity.

3	Evaluation Methodology and Performance Metrics
To investigating the potential enhancements for XR capacity, evaluation methodology and KPI need to be agreed for Rel-18 XR study item.
Since Rel-18 XR study item is a continuation of Rel-17 XR study item, in our view the simulation study can reuse as much as possible the assumptions in TR 38.838 [5]. That is, 
· the XR traffic models (VR, CG, AR) in TR 38.838 section 5;
· the deployment scenarios in TR 38.838 section 6;
· the evaluation methodology in TR 38.838 section A.2;
· the simulation parameters presented in Table A.1-1 (for FR1) and Table A.1-2 (for FR2).
· the KPIs in TR 38.838 section 7.2;
Therefore, we propose the following:
[bookmark: _Toc102123638][bookmark: _Toc102152253]For performance evaluation of candidate capacity enhancement techniques, reuse as much as possible the evaluation methodology and simulation assumptions in TR 38.838.
4	Conclusion
[bookmark: _In-sequence_SDU_delivery]In the previous sections we made the following observations: 
Observation 1	Using XR application information at RAN is useful for more efficient scheduling and radio resource management.
Observation 2	DG is very suitable to deal with varying application packet size and possible jitter for DL video and UL scene traffic.
Observation 3	CG can be used for very predictable and fixed small-sized UL traffic, e.g., pose/control and Buffer State Reports (BSRs) triggered by UL scene traffic.
Observation 4	Multiple and consecutive resource allocation to handle large-sized XR application packets is expected.
Observation 5	Resource allocation mechanisms with reduced DL control signaling are beneficial for XR services.
Observation 6	Current BSR coding model introduces uncertainties impacting system capacity with XR traffic.
Observation 7	Including additional delay information in BSR can increase system capacity.
Observation 8	If late application packets are not of value for an XR service, solutions dropping application packets that are expected to be late will allow for increased XR capacity.
Based on the discussion in the previous sections we propose the following:
Proposal 1	Dynamic grant should be considered as a baseline for capacity enhancement study.
Proposal 2	Enhancement study of CG/SPS should be limited to non-video traffic with very predictable packet size, e.g., UL pose/BSR.
Proposal 3	Study enhancements on CG/SPS periodicity to better match with XR traffic periodicity (including possible jitter) and TDD patterns.
Proposal 4	Study enhancements for multi-slot dynamic scheduling schemes including efficient MCS indication to serve XR traffic in both DL and UL directions.
Proposal 5	Study enhancements of BSR consisting of improving BSR granularity and including delay information in the BSR relevant to XR traffic.
Proposal 6	Study mechanisms for dropping late application packets as possible solutions to increase XR capacity.
Proposal 7	For performance evaluation of candidate capacity enhancement techniques, reuse as much as possible the evaluation methodology and simulation assumptions in TR 38.838.
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