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Introduction
In RAN#95e e-meeting, network energy saving SI is agreed [1], and its objects are listed as:
· 1. Definition of a network energy consumption model [RAN1]
· Adapt the framework of the power consumption modelling and evaluation methodology of TR38.840 to the network side, including relative energy consumption for DL and UL (considering factors like PA efficiency, number of TxRU, network load, etc), sleep states and the associated transition times, and one or more reference parameters/configurations.
· 2. Definition of an evaluation methodology and KPIs [RAN1]
· The evaluation methodology should target for evaluating system-level network energy consumption and energy savings gains, as well as assessing/balancing impact to network and user performance (e.g. spectral efficiency, capacity, UPT, latency), energy efficiency, and UE power consumption/complexity. The evaluation methodology should not focus on a single KPI, and should reuse existing KPIs whenever applicable; where existing KPIs are found to be insufficient new KPIs may be developed as needed.
· 3. Study and identify techniques on the gNB and UE side to improve network energy savings in terms of both BS transmission and reception [RAN1, RAN2, RAN3, [RAN4]]
Note: Other techniques are not precluded

The study should prioritize idle/empty and low/medium load scenarios (the exact definition of such loads is left to the study), and different loads among carriers and neighbor cells are allowed. 

The following example scenarios (mapping between scenarios and network loads is left to the study) including single-carrier and multi-carrier deployments are used as the starting point for discussion on prioritized scenarios for the study. 

The following example scenarios are listed in no particular order.
· Urban micro in FR1, including TDD massive MIMO (note: this scenario can also model small cells)
· FR2 beam-based scenarios (note: this scenario can also model small cells)
· Urban/Rural macro in FR1 with/without DSS (no impact to LTE expected in case of DSS)
· EN-DC/NR-DC macro with FDD PCell and TDD/Massive MIMO on higher FR1/FR2 frequency

Note 1: legacy UEs should be able to continue accessing a network implementing Rel-18 network energy savings techniques, with the possible exception of techniques developed specifically for greenfield deployments.

Note 2: the study of energy savings specifically for IAB is not part of the scope.

This contribution discusses the methodology and power model of NR network energy savings, which include evaluation methodology, network energy consumption models, KPIs, simulation assumptions and configurations. 

Discussion
Evaluation methodology and KPI
The evaluation methodology of network energy saving should include the deployment scenario, simulation assumption of system configuration, traffic model and general network operation procedure. System-level simulation should be considered for the network energy saving performance evaluation of network energy consumption and energy saving gains. The evaluation methodology and KPI should target for the evaluation of network energy consumption and energy saving gains of network energy saving techniques comparing to the baseline network configuration and operation, and impact on system and user performance, such as system efficiency, system capacity, user perceived throughput, latency and UE power consumption and implementation complexity.
Proposal 1: System-level evaluation should be considered for the network energy consumption and energy saving gains of energy saving techniques comparing to the baseline network configuration and operation.

The single-carrier deployment scenario could be considered as the baseline scenario and the starting point of the evaluation. Multi-carrier scenario should also be included for evaluation. Both Heterogeneous network (HetNet) scenario and Homogeneous network scenario should be included in the evaluation to emulate the real deployment of NR networks. 
· Scenario 1: Single carrier  in urban macro  or rural macro homogenous deployment scenario 
· Homogeneous network is considered as a special case when no micro/small cell is dropped within a given macro cell.
· Hetnet deployment could be considered as optional deployment scenario with random number of small cell(s) random dropping within the macro cell
· Scenario 2: multi-carrier in HetNet deployment scenarios with random number of micro/small cell(s) non-uniformly dropping at each macro coverage area to characterize non-uniform user distribution.  

The proposed deployment scenarios for network energy saving are shown in Figure 1. 


                 
(a) Scenario 1: single carrier in Homo deployment scenario  (b) Scenario 2: multi-carrier in Hetnet deployment scenario
Figure 1: Deployment scenario for network energy evaluation

Proposal 2: Single-carrier in homo deployment and multi-carrier in HetNet deployment scenarios could be considered for evaluation on network energy consumption and energy saving gains.

The deployment scenarios and the associated system parameters and configurations in the system-level simulation assumption for network energy saving are shown in Table1. The system parameters include carrier frequency, bandwidth, channel model, UE and gNB antenna configuration, and MIMO configurations. Most of system parameters reuse the parameters defined in 3GPP evaluation methodology, such as IMT 2020 evaluation in TR 37.910 [2], and UE power saving in TR 38.840 [3]. 

Table 1: General simulation assumptions for network energy consumptions
	Parameter
	Configuration

	Deployment 
	Scenraio1: Homogeneous network with single carrier
Single carrier in urban macro or urban micro deployment scenario with [46dBm]Tx power.
Scenario2 :
Hetnet(Macro+small cell) with CA
Multi-carrier, Macro cell in  urban macro or rural macro deployment scenario with l, [52dBm(160W)] Tx power ;
Micro/Small cell(s) within the cluster with random  dropping and  [30dBm ]Tx power.

	Numerology
	30 kHz

	Carrier frequency
	FR1: 3.5GHz
FR2: 28GHz

	TDD Frame structure
	[DDDDD DDSSU]

	System Bandwidth
	Single Carrier (SC) evaluations, 
-	Baseline: 100 MHz
-	Optional: 20/40 MHz, 
CA evaluations, 
-	Optional: N*100 MHz with CA(N is [3])

	gNB antenna configuration
	Option 1: 64 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,8,2,1,1;4,8)
Option 2: 32 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,2,2,1,1,8,2)
(dH, dV) = (0.5λ, 0.5λ)

	UE Antenna configuration
	Baseline: 2T/4R, (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), (dH, dV) = (0.5, N/A)λ
Optional: 4T/4R, 1T/2R, 2T2R

	Transmission scheme
	SU/MU-MIMO

	Channel estimation
	Non-ideal

	PDCCH
	PDCCH region of 2 symbol at beginning of a slot
maximum number of CCEs = 56, 
36 PDCCH blind decoding (for the measure of UE power consumption) 

	PDSCH maximum data rate
	Modulation:  256QAM 
MIMO configuration: 4x4 MIMO, 
Number of RBs for TRS = 52, 
4RX UE Capability =1



The evaluation of network energy saving and the proposed network energy saving techniques would depend on the system load. During the discussion of study item objective, the study of network energy saving targets medium and low system load. Since the network operation is to provide services to all active users, the system load in the evaluation would be characterized by the aggregated traffic arrivals from multiple users. The system load of a given traffic type could be expressed as follows, 
S=P*λ*N
Where, S is the system load of a given traffic type, P is average packet size of a given traffic, N is the number of users, λis average packet arrival rate per UE. Since the system load of a given traffic type, such as average packet size and inter arrival rate, the system load would be varied for different traffic types. The system load of a given traffic could be derived by either changing the number of users in the system N or the average packet arrival rate λ in the evaluation.
The generalized system load could be described by the Resource Utilization (RU), which the percentage of the radio resources are used to provide the services to all users. The RU characterizes the degree of radio resources used to provide services to the UE and is a good index as the reference of system load. For each service, the system load of a given traffic type would need to adjust the parameters of number of users or average packet arrival rate to meet the given RU criteria. The proposed system load and the traffic types for the evaluation of the network energy saving are shown in Table 2 and 3 respectively.
Table 2: Simulation assumptions on system load
	Load
	Definition 

	Zero system load
	No data transmission, but the essential DL control and broadcast signals/channels for an active cell is transmitted, such as SSB, RMSI, in normal operation.
RU<[5%]

	Light/Low system load
	Reference signal and  traffic
RU <20%

	Medium system load
	Reference signal and traffic
RU <50%

	High system load.
	Reference signal and  traffic
RU >50%



Table 3: Simulation assumptions on traffic model parameters
	System configuration
	Parameters

	Traffic model
	FTP3
	FTP3, 0.5Mbytes per packet
System load is characterized either
· Fixed number of user with variation of inter arrival time
· Fixed inter-arrival with mean = 200ms with variation of number of users

	
	IM
	FTP3, 0.1Mbytes per packet
System load is characterized either
· Fixed number of user with variation of inter arrival time
· Fixed inter-arrival with mean = 2sec with variation of number of users

	
	XR
	VR,
data rate 30,45Mbps
frame generation rate: 60fps
PDB 10ms
System load is characterized by variation of the number of XR users

	
	Others
	Each company reports the traffic model and parameter 

	DRX configuration
	C-DRX cycle 320msec, inactivity timer {200, 80} msec
-	On duration: 10 msec
C-DRX cycle 160msec, inactivity timer {100, 40} msec
-	On duration: 8 msec
C-DRX cycle 40msec, inactivity timer {25, 10} msec
-	On duration: 4 msec
Other configurations are not excluded.



Proposal 3: The system-level simulation assumption includes the system load based on the radio resource utilization (RU) and traffic model for the study of network energy consumption.
The key performance index (KPI) is the evaluation reference of the network energy saving technique and the associated impact on the network/UE operation. Considering the impact to legacy UE, the baseline assumption is the condition of normal network operation with network energy saving technique supporting both Rel-18 and beyond UEs and legacy UEs. The network energy saving gain should be based on energy consumption of network energy saving techniques over that of the baseline network operation. Since the evaluation of network energy saving is proposed to be based on system level simulation, the related system performance outputs, such as system throughput and latency, and UE performance, such as UE power consumption, could be captured together. 
· Network energy consumption: the network energy consumption adopted relative model and averaged in slot.
· Energy saving gains: the gain of network energy saving scheme to baseline operation.
· System performance and user performance
· Throughput/SE
· User perceived throughput/Latency
· User power consumption
· System throughput and/or resource utilization/overhead (if applicable) should be reported as the result of the evaluation, in addition to power saving gain.
· If a new signal/channel is introduced, the performance metrics include
· Performance 
· Complexity
· Overhead for reception of the signal/channel 
· If the new signal is used for detection,  the performance metrics include
· False alarm rate 
· Miss-detection rate

Proposal 4: The KPI and relative system performance should be captured along with network energy saving gain in the evaluation of network energy consumption.

Network energy consumption model

The network energy consumption would strongly depend on the hardware architecture and the selection of hardware components, which would determine the energy consumption of signals processing and control for the operation of NR base station. It is really challenged to have common absolute values of energy consumption for any NR signaling processing and control.   For the modeling of the network energy consumption, the relative energy consumption for DL and UL could be used similar to the power model defined for UE power saving study. 
Furthermore, a reference of system parameters and network configuration/operation should be specified for the study of network energy saving.
Reference System parameters and Configuration for FR1
· Downlink: TDD 
· Network transmission power :160w
· Carrier frequency: 3.5GHz
· Subcarrier spacing (SCS): 30 kHz 
· Number of carrier:  1CC
· System Bandwidth: 100 MHz  
· PDCCH region of 2 symbol at beginning of a slot, 
· Antenna configuration:  
· Network: 64 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,8,2,1,1;4,8)
· UE: (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), (dH, dV) = (0.5, N/A)λ
· Signals: 
· SSB with L=2 per slot, 20ms period
· RMSI with 20ms period
· Paging with (320ms, 640ms, 1280ms) period, and beam = number of SSB beams 
· CSI-RS: 4port, density = 1, bandwidth = 273RB
· Number of RBs for TRS = 52RB, 1port, density = 1
· Uplink: TDD
· Subcarrier spacing (SCS): 30 kHz SCS, 
· Number of carrier: 1CC, 
· System Bandwidth: 100MHz, 
· Tx antenna configuration: 2TX, 
· The average energy consumption values are averaged over a slot.
· Different and/or additional parameter assumptions used for evaluation should be clearly stated.
Baseline of system configuration for Normal Network Operation for the evaluation of network energy consumption
The baseline assumption of system configuration for normal network operation should be specified in order to obtain the energy consumption of normal network operation and to identify the potential network energy saving technique. The normal network operation includes periodic SSB transmission, periodic RACH resource for initial access and random access procedures, the periodic system broadcast information, and resource allocation and transmission of DL/UL control channels. Furthermore, some network operations, such as MIMO configuration, and carrier configuration for CA/DC should also be specified in order to have the clear scope of network energy consumption for the normal NR network operation.  
The baseline network energy consumption should be based on normal network operation to provide services to UE without excessive latency in network access as follows,
· Periodic SSB transmission at each cell
· Including periodic RACH resource for initial access and random access procedures
· Periodic system broadcast information at a cell
· Including paging transmission 
· Resource allocation and transmission of DL/UL control channels  
· CORESET is located at each slot for UE PDCCH monitoring
· UL control channel resource is allocated for each slot 
· Periodic SR resource allocation
· Baseline for scenario specific system configurations
· MIMO 
· Periodic CSI-RS transmission
· Periodic CSI feedback
· CA/DC 
· PDCCH and CSI-RS configuration in SCell
We could classify the network energy consumption into two categories, which are network sleeping state and network active state as illustrated in Figures 2 and 3. 
· Network sleeping state: there is no DL/UL transmission of data and control channels.  SSB could be transmitted to enable UE detection of the cell for access. CORESET#0 is configured for RMSI and Paging transmission.


Figure 2: The network operation of network sleep state
· Network active state:  both DL and UL control and data are in active transmission. 


Figure 3: The network operation of network active mode
Network energy consumption model
The modeling of network energy consumption should use the framework of the power consumption modeling and evaluation methodology of TR 38.840 and is based on relative power model.
The normal network operation includes the sleep state and active state. There is no transition time for the transition between sleeping state and active state in the normal network operation. When the gNB is in the sleep state of normal operation, gNB is in standby and in preparation of any signal processing with all RF/BBU/Network components staying on and without any DL/UL transmission. The sleeping state of normal network operation could be defined as the micro sleep state. 
Additional sleeping state could be defined for the network energy saving with some components turning off. There is transition time and energy consumption during the transition when components are turned back ON. If one of more components is turned off at the gNB, the processing chains of DL Tx and UL Rx are not complete to provide service to the UE.   gNB would not be in normal operation. The sleeping mode with component turning off in the UE is that UE is allowed to shut off some components for UE power saving based on the network configuration and indication, e.g., C-DRX, without impact to the service. The sleeping mode with components off at the gNB would have tremendous impact to the service provided to all UEs.  However, some components turning off in the gNB might affect only some part of the processing chain. For example, a BBU could be designed to process baseband signals from multiple carriers in CA, which each carrier is from one RF unit. Some carriers, e.g., SCells, might not be needed to be in standby for processing when the system load is low. Some RF processing units of SCells could be turned off and the BBU is used to process PCell only. When gNB is in active processing state of BBU and Network unit without RF processing unit, it could be defined as light sleep state. If both RF and baseband units are turned off, services could not be provided at this configured cell(s). When gNB is in active processing state of Network only without RF/BBU processing, it could be defined as deep sleep state.  It is noted that the control unit and network unit could not be turned off in order to keep the gNB in services and connection to the CN and other gNB. All sleep modes are illustrated in Figure 3.
[image: ]
(a) Illustration of gNB power consumption components for micro sleep mode when RF, baseband, network, and control components are all turned on without any signal processing
[image: ]
(b) Illustration of gNB power consumption components for light sleep mode when some RF components is turned off and the baseband, network, and controller components stay active

[image: ]
(c) Illustration of gNB power consumption components for deep sleep mode when both RF and basebands are turned off and network and control components stays active
Figure 4: Illustration of gNB power consumption components
Following the framework of power model defined for UE power in [3], we have proposals of the network energy consumption model for sleeping and active state with relative number of 100 from micro sleep based on the actual measurements of power consumption in the deployed NR gNB in Table 4.
Table 4: Network energy consumption model
	Power State
	Characteristics
	Relative Power 

	Micro sleep
	gNB in active processing state of RF/BBU/Network without any DL/UL transmission.
	[100]

	Light Sleep
	gNB in active processing state of BBU/Network without RF processing.
	[60]

	Deep Sleep
	gNB in active processing state of Network only without RF/BBU processing.
	[20]

	SSB
Paging
RMSI
	SSB is transmitted every 20 ms;
CORSET#0 and SIB#0 is transmitted on the same slot;
RMSI periodicity [160 ms];
Default paging cycle [160 ms.
	[110]

	CSI-RS proc.
	TRS is the considered CSI-RS for sync with periodicity of [10] ms;
CSI-RS could be considered for channel state measurement.
	[114]

	PDCCH + PDSCH
	PDCCH + PDSCH for 100MHz bandwidth with long PUCCH.
The gNB energy consumption is scaled with system load.
	[200]

	PDCCH only
	PDCCH only for UL scheduling or DL cross-slot scheduling.
	[114]

	UL
	PUSCH/PUCCH reception
	[20]



Proposal 5: The relative power model of network energy consumption is used based on the framework of the power model defined for UE power consumption in TR38.840.

Network energy consumption scaling adaption
The power model of network operation in active and sleeping states in Table 4 is based on the reference system parameters and configuration of single CC. When the network is operated in different system parameters, such as different BWP bandwidth, the power model would be scaled in proportion similar to the power saving model defined in TR38.840. The power scaling scheme for FR1 power states are in Table 5.
[bookmark: _Ref528491787]Table 5: Network energy consumption scaling 
	Scaling for FR1
	Proposal
	Comments

	BWP Bandwidth (DL)
	Scaling of X MHz = 0.7 + 0.3 * X / 100. 

Linear interpolation for intermediate bandwidths. 
· Valid only for X = 5, 10, 20, 40, 80, and 100.
· System load could be considered in proportion to BWP if network adapt the BWP to the system load.
	The transmission power is scaled with Bandwidth with same power amplifier efficiency (PAE) 
This is for FR1 only.

	BWP Bandwidth (UL)
	No scaling for network power model.
	This is for FR1 only.

	CA (DL)
	PCA = α * PCC
Intra-frequency CA with sharing PA:  α = 1
Intra and inter-frequency CA without sharing PA.
FR1
· 2CC:  α = 1.3 
· 4CC:  α =1.9 
FR2
· 2CC: α = 1.5
· 4CC: α =2.5

	

	CA (UL)
	No scaling
	Applicable for FR1 and FR2

	Antenna scaling (DL)
	32TxRU network energy is 0.75x 64TxRU
16TxRU network energy is 0.625*64TxRU
Other number TxRU is FFS
	

	Antenna scaling (UL)
	No scaling.
	



· Note: Scaling applies only to active power states.
· For UE power modelling, the following power scaling relationship is assumed:
· For simplicity, if the resource allocation is same, and the power could be assumed same, e.g.,
·  The slot-averaged power for "PDCCH+PDSCH+PUCCH" is same as "PDCCH+PDSCH"
· The slot-averaged power for "PDSCH+PUCCH" is same as "PDSCH-only"
· The slot-averaged power for "PDCCH+PUCCH" is the sum of "PDCCH-only" power and "short PUCCH" power.
· For simplicity, if the resource allocation is less than one slot, the power could be linear scaling with symbol
· E.g., the PDCCH-only  power  = (PDCCH-only symbols / 14)*( PDCCH+PDSCH)
· SSB or CSI-RS processing concurrent in a slot, the slot-averaged power = common resource of (SSB+CSI-RS) /total resource of one slot * (PDCCH+PDSCH) power

The transition time and energy consumption between sleeping state and active state needs to be specified when some components are turned off. Transition time is to ensure the component back in steady state after being off and has dependency on the gNB structure and implementation. The transition time from light sleep state to active state requires hundreds of msec to stabilize the RF processing chain back to steady state. The transition time and energy consumption from deep sleep to active state will take much longer time since not only both  RF and baseband units need to be back to steady state but also the inter-connection and timing between the RF and baseband units needs to be stabilized. 
The transition time and relative energy consumption could be defined in Table 6.
Table 6: Power consumption model of transition state and transition time

	State
	Relative Transition power/power unit per transition
	Transition time /ms

	Micro Sleep
	0
	0

	Light Sleep
	[40]
	[2]

	Deep Sleep
	[800]
	[20]



[bookmark: _Hlk102120001]Proposal 6: The transition power and transition time between network in active and sleeping state with hardware component OFF should be considered for the evaluation of network energy saving.

Conclusion 
In this contribution, it discussed the evaluation methodology and provided the preliminary results. We have the following observations and proposals,
Proposal 1: System-level evaluation should be considered for the network energy consumption and energy saving gains of energy saving techniques comparing to the baseline network configuration and operation.
Proposal 2: Single-carrier in homo deployment and multi-carrier in HetNet deployment scenarios could be considered for evaluation on network energy consumption and energy saving gains.
Proposal 3: The system-level simulation assumption includes the system load based on the radio resource utilization (RU) and traffic model for the study of network energy consumption.
Proposal 4: The KPI and relative system performance should be captured along with network energy saving gain in the evaluation of network energy consumption.
Proposal 5: The relative power model of network energy consumption is used based on the framework of the power model defined for UE power consumption in TR38.840.
Proposal 6: The transition power and transition time between network in active and sleeping state with hardware component OFF should be considered for the evaluation of network energy saving 
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