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1. [bookmark: _Ref521334010]Introduction
Artificial Intelligence/Machine Learning (AI/ML) tools are undoubtedly one of the most important tools for endowing wireless networks with intelligent functions, as evidenced by the wide adoption of ML in a myriad of applications domains. In the context of wireless networks, AI/ML will enable any wireless device to actively and intelligently monitor its environment by learning and predicting the evolution of the various environmental features (e.g., wireless channel dynamics, traffic patterns, network composition, content requests, user context, etc.) and proactively taking actions that maximize the chances of success for some predefined goal, for example enhancement for CSI feedback, positioning accuracy and beam management, etc. AI/ML can help in uncovering the unknown properties of wireless networks, identify correlations and anomalies that we cannot see by inspection, and suggest novel ways to optimize network deployments and operations.
ML enables the network infrastructure to learn from the wireless networking environment and take adaptive network optimization actions. In consequence, ML is expected to play several roles in the next-generation of wireless networks:
· First, the most natural application of ML in a wireless system is to exploit intelligent and predictive data analytics to enhance situational awareness and overall network operations.
· Second, beyond its powerful intelligent and predictive data analytics functions, ML will be a major driver of intelligent and data-driven wireless network optimization. 
· Third, beyond its system-level functions, ML can play a key role at the physical layer of a wireless network, such as in parameter estimation, coding/decoding and data detection, etc. The vision is to provide better trade-off between complexity and performance compared to traditional model-based deterministic method, or modelling unknown non-linear physical layer processes to realize new functions, or even providing the potentials and feasibility with end-to-end learning.
Clearly, AI/ML-based system operation is no longer a privilege, but rather a necessity for future wireless networks. 

[bookmark: _GoBack]The detailed objectives of AI/ML for NR air interface in Rel-18 are as follows:
Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.
Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels
Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 
AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate
For the use cases under consideration:
1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.
2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition
Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.

This contribution focuses on a discussion of AI/ML framework.
2. Discussion
The general framework for AI/ML is shown in the following figure:
[image: ]
Fig.1. The general framework for AI/ML
A machine learning approach usually consists of two main phases: training phase and decision making phase. More specifically:
· At the training phase, machine learning methods are applied to learn the system model using the training data. 
· How to obtain training data is essential in ML. The training data should be sampled and cleansed to ensure completeness and consistency. In complex real-world situations, it is very challenging to build a complete dataset on the UE side/or gNB side that adapts to various scenarios and applications. A practical approach would be to build the dataset step by step according to different use cases, different stages and applications. For example, the dataset can be build according to dataset for research, dataset for development and test, and finally dataset for complete product-level usage.
· There are the following ML categories/types of methods that can be used in evaluation depending on different use cases: supervised learning, unsupervised learning, semi-supervised learning, reinforcement learning, neural networks and many others (federated learning, dictionary learning, active learning, etc.).
· Typical metrics like accuracy, precision, recall or F1-score etc. should be used to evaluate the performance of a trained model. Except for the typical metrics, when evaluating the actual deployment effect of a model, some other factors also need to be taken into account: model size (occupied storage size), generalization ability, inference and updating complexity, etc. 
· Model training and updating in the training phase can be implemented in network equipment, cloud, edge or UE side, depending on different use cases. The important factors need to be considered are the consumed computing power, resources and time used in training and updating models.
· A trained model is the output of the training phase, which in turn is the input for the next decision making phase.
· At the decision making phase, the system can obtain the estimated output for each new input by using the trained model.
· New input data should have a very good consistency with the training data so that the estimated output will have a good performance by considering the generalizability of the model. However, in practice training data and new input data may not guaranteed to have a very consistency. The mismatch between training data and new input data is a critical problem which needs to be solved in commercial deployments.
· The decision can be classification, regression, clustering, dimensionality reduction or feature extraction, etc. The estimated output is accordingly the result for classification, regression, clustering, dimensionality reduction or feature extraction, etc.
Proposal 1: A general evaluation framework for AI/ML should be used in AI/ML simulation to better align simulation result from different contributors. 
AI/ML has been existed and evolved for more than half a century, and there are dozens of machine learning algorithms and each takes a different approach to learning. History and experience tell us that:
· There is no best method or one size fits all use cases. 
· Finding the right algorithm is partly based on trial and error—even highly experienced data scientists cannot tell whether an algorithm will work without trying it out. 
· Highly flexible models tend to overfit data by modeling minor variations that could be noise. 
· Simple models are easier to interpret but might have lower accuracy. 
· Some time-critical use cases need to choose which ML techniques would provide timely and useful inferences and predictions.
· Therefore, choosing the right algorithm requires trading off one benefit against another, including model speed, accuracy and complexity, etc. 
Therefore, trial and error is at the core of ML — if one approach or algorithm does not work, you try another.
Proposal 2: It is necessary to try all possibly relevant AI/ML methods for a specific use case and comprehensively evaluate their performances (including model speed, accuracy and complexity, etc.) before making any decision on AI/ML. 
Finally, considering that it is difficult to standardize specific models during the standardization process, for use cases that are difficult to perform verification the focus should be on standardization of data collection, transmission and processing entity in order to support AI/ML function.

Conclusions
In this contribution, we discussed about general AI/ML framework. The proposals are as follows:
Proposal 1: A general evaluation framework for AI/ML should be used in AI/ML simulation to better align simulation result from different contributors. 
Proposal 2: It is necessary to try all possibly relevant AI/ML methods for a specific use case and comprehensively evaluate their performances (including model speed, accuracy and complexity, etc.) before making any decision on AI/ML.
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