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1. Introduction
In the RAN#94 plenary meeting, a new SI to study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface had been approved [1], where the objectives are given in the Appendix. During the study item, three use cases should be investigated to evaluate achievable gains and complexity of AI/ML based techniques. The potential specification impact required to enable AI/ML techniques for the air-interface should also be identified. Furthermore, sub use cases for each of the three use cases should be finalized by RAN#98 plenary meeting.
This contribution mainly discusses the potential specification impact and the consideration of sub use cases for beam management (BM).
2. Sub use cases
As described in the SID, beam prediction in time, and/or spatial domain for overhead and latency reduction, as well as beam selection accuracy improvement can be considered for AI/ML BM. 
Sub use case 1 - Beam prediction in spatial domain
Beam sweeping overhead is one critical issue for gNBs operating in FR2, where generally narrow beams are transmitted. If the optimal beam can be identified by only sweeping a small set of beams, then the overhead and power consumption can be reduced. An example is to firstly sweep a subset of beams that are evenly distributed in spatial domain to determine the approximate direction of the optimal beam. Then, based on the optimal beam candidate obtained via the first sweeping round, its neighboring beams are swept to determine the final optimal beam. However, the accuracy of this procedure under legacy methods may not be good enough. 
By learning the spatial channel characteristics, AI/ML BM in the spatial domain can firstly sweep a small set of sparse/wide beams (e.g., on SSB resources), and then, based on the corresponding measurements, infers top-K narrow beams which are of high probability to be the optimal beams out of the full set of narrow beams. Subsequently, the top-K beams are swept (e.g., on CSI-RS resources) for determining the final optimal beam. As long as K is configured as a relatively small value, the overhead for beam sweeping would be small since it does not need to sweep the full set of narrow beams; on the other hand, when aligning the overhead with the legacy method, the coverage of AI/ML-based beam prediction will be increased due to being able to determine the optimal beam among more narrow beams. As shown in our corresponding contribution for evaluations [2], AI/ML BM can achieve about 1.55dB~3.6dB RSRP gain over the traditional non-AI/ML method of sparse beam sweeping under the same sweeping overhead.
Sub use case 2 - Beam prediction in time domain
Considering UE mobility, the optimal beam ID may vary over time. The network (NW) will not perform beam sweeping very frequently in order to keep the overhead low. Therefore, the NW may use the optimal beam obtained from last sweeping until the next period of beam sweeping. This may cause a beam failure if the optimal beam would change fast. Here, AI/ML can be applied to learn the time-domain channel correlation to predict a beam based on historic measurements. Therefore, beam prediction in time domain can also be considered. 
Proposal 1: For AI/ML-based beam management, the following two sub use cases can be studied:
· Beam management in spatial domain
· Beam prediction in time domain
[bookmark: _Ref129681832]3. Potential specification impact
3.1 Beam prediction in spatial domain
3.1.1 Discussion on potential AI/ML operation mode 
AI/ML BM could work in the connected mode. For a UE just entering the serving area, it should firstly follow the legacy BM procedure for completing initial access to the NW. Then, the NW can configure the UE to start the AI/ML BM procedure if the UE has an associated capability.
For AI/ML BM, the AI/ML related operations can be located at either the UE side or at the NW [3]. 
NW-oriented operation mode
The procedure for NW-oriented AI/ML BM is shown in Figure 1 below where the AI/ML model training and inference are both at the gNB side. During the training phase, the NW sweeps all of the potential beams by which the UE can determine the optimal beam ID. For facilitating the collection of training-inputs, the UE feedbacks the RSRPs of a small set of sparse/wide beams along with the corresponding optimal beam ID. The NW collects the training-inputs (i.e., RSRP of small set of beams, and optimal beam ID) from multiple UEs within the coverage area. For the model training phase, the collected RSRPs and the optimal beam ID are used for training cell-specific AI/ML models. After the model training is completed, for the model inference phase, the NW only needs to sweep beams from the small set of sparse/wide beams for SSB sweep. Then, the UE measures the swept SSB beams and feedbacks the corresponding RSRPs to the NW which inputs them to an AI/ML model, deriving the top-K narrow beams that will be swept for determining the final optimal narrow beam. The small set of beams used for sparse/wide beam sweeping is configured by the NW. 
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Figure 1 - Procedure for NW-oriented AI/ML BM
For NW-oriented AI/ML BM, the following potential specification impact can be considered.
· Feedback for training phase
· Feedback for inference phase
UE-oriented operation mode
The procedure for UE-oriented AI/ML BM is shown in Figure 2 where the AI/ML model training and inference are both at UE side. 
As shown in Figure 2, the UE is supposed to have obtained a pre-trained AI/ML model, which could have been offline generated by the NW and then was shared to the UE in an offline manner. The performance of the pre-trained model may hardly be already optimized for the real networks, but would rather provide a basic model for the UE to fine-tune. During the training phase, the NW sweeps all of the potential beams by which the UE can determine the optimal beam ID as the training label. In addition, the UE needs the information about the NW’s Tx beam pattern, so as to pick out the RSRPs of a small set of beams that will be swept in SSB sweeping. The chosen RSRPs and the corresponding optimal beam ID compose the training-inputs for AI/ML model training. After the model training is done, NW only needs to sweep a small set of beams during SSB sweeping. The UE measures the SSB beams, and inputs the measurement results to the AI/ML model to derive the IDs of top-K beams. The UE feedbacks the IDs of the inferred top-K narrow beams to the NW, and the top-K narrow beams are swept to find out the optimal beam which is then reported back to the NW.
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[bookmark: _Ref102065071]Figure 2 - Procedure for UE-oriented AI/ML BM
For UE-oriented AI/ML BM, the following potential specification impact can be considered.
· Signalling for training phase
· Feedback of top-K beams
Comparison between NW-oriented and UE-oriented operation modes
NW-oriented AI/ML BM in spatial domain could work in the collaboration level without AI/ML model exchange over the air-interface, i.e., level 1 in [3], and signaling enhancement such as additional feedback of RSRP, etc., is required.
In contrast, UE-oriented AI/ML BM in spatial domain would generally face more issues compared to the NW-oriented operation mode. As for the AI/ML model for prediction in spatial domain, it is essential to represent the mapping relationship between Tx sweeping beams and the optimal narrow beam, the information of NW’s Tx configuration (e.g., Tx beam pattern) is required for model training. This information is inherently available for the gNB, but may be absent for the UE. The performance for AI/ML model training might not be guaranteed if the information of NW’s beams is absent. As a result, the AI/ML model may need to be trained at NW side and then is delivered to the UE. It can either be shared to the UE in an offline manner as described earlier, or delivered to the UE under the collaboration level with AI/ML model exchange via air-interface, i.e. level 2 in [3]. For the former way, the AI/ML model may be difficult to adapt to various scenarios, while for the latter way, it faces the AI/ML model representation format (MRF) issue and model delivery overhead issue as mentioned in [3].
Observation 1: NW-oriented AI/ML beam management with the AI/ML model trained and inferred both at gNB side can operate under the collaboration level without AI/ML model exchange over the air-interface.
Observation 2: UE-oriented AI/ML beam management with the AI/ML model trained and inferred both at UE side may require the NW to train the AI/ML model and deliver to the UE.
3.1.2 Potential spec impact
AI/ML model training phase
The NW would perform a full beam sweep so that the UE can obtain the optimal beam ID, and the UE needs to feedback labels such as RSRP and optimal beam ID.
AI/ML model inference phase
For NW-oriented AI/ML BM, UE needs to feedback measured RSRPs for model inference. Compared to the legacy procedure, the UE might need to feedback a larger number of RSRPs.
AI/ML model monitoring
A monitoring window may need to be aware of by the UE to feedback labels to the gNB or switch to non-AI/ML mode. For example, for NW-oriented AI/ML BM, the NW could perform a full beam sweep periodically and let the UE report the RSRPs and the optimal beam ID. Then, for model monitoring, the NW can use the RSRPs as input to the AI/ML model and compare the inference result with the received feedback about the optimal beam ID.
Proposal 2: Study whether potential specification impact is needed for AI/ML-based beam prediction considering the following aspects:
· AI/ML model training procedure
· Enhancement for RSRP report and beam ID report
· AI/ML model monitoring procedure
3.2 Beam prediction in time domain
3.2.1 Discussion on potential AI/ML operation mode 
Similar to the spatial domain, AI/ML-based beam prediction in time domain could be operated either in NW-oriented operation mode or in UE-oriented operation mode. 
NW-oriented operation mode
For the NW-oriented operation mode, based on the historic RSRPs of CSI-RS beams reported by the UE, the NW can infer the top-K beams that are most likely to be the optimal beam in the next narrow beam sweeping period. Thus, the NW could configure the UE to directly sweep the top-K narrow beams without performing sparse/wide beam sweeping. Consequently, latency and overhead of beam sweeping can be reduced with a small value of K. The AI/ML model relies on historical measurements for prediction, thereby a full set of narrow beams need to be swept periodically during the training phase in order to obtain a set of RSRPs and the optimal beam ID.
UE-oriented operation mode
For UE-oriented operation mode, it is the UE that should predict the top-K beams that are most likely to be the optimal beam in the next CSI-RS sweep period. This prediction is based on the historic RSRPs of narrow beams measured by the UE itself. So, the NW could sweep a sufficient number of narrow beams following the legacy procedure, while the UE only measures the top-k narrow beams that are most likely being the optimal beam. The decision of the top-K beams is derived by the AI/ML model at the UE side. For the training phase, full set of narrow beam sweeping is also needed in order to obtain a set of RSRPs and the corresponding optimal beam ID. 
Comparison between NW-oriented and UE-oriented operation modes
Similar to AI/ML-based beam prediction in spatial domain, NW-oriented AI/ML BM in time domain could work in the collaboration level without AI/ML model exchange over the air-interface.
For UE-oriented beam prediction in time domain, similar issues are faced with the absence of the NW’s Tx configuration information. Thus, the AI/ML model may also need to be trained at the NW and is then delivered to the UE.
[bookmark: _GoBack]3.1.2 Potential spec impact
Similar to AI/ML BM in spatial domain, for NW-oriented AI/ML BM in time domain, NW needs to sweep full set of beams during model training procedure. Enhancement of RSRP report and beam ID report is needed for UE to feedback training labels. A monitoring window may need to be aware of by the UE.
4. Conclusions
In this contribution, we discussed the potential specification impact and the consideration of sub use cases for BM. Based on the discussion, we have the following observations and proposals.
Observation 1: NW-oriented AI/ML beam management with the AI/ML model trained and inferred both at gNB side can operate under the collaboration level without AI/ML model exchange over the air-interface.
Observation 2: UE-oriented AI/ML beam management with the AI/ML model trained and inferred both at UE side may require the NW to train the AI/ML model and deliver to the UE.
Proposal 1: For AI/ML-based beam management, the following two sub use cases can be studied:
· Beam management in spatial domain
· Beam prediction in time domain
Proposal 2: Study whether potential specification impact is needed for AI/ML-based beam prediction considering the following aspects:
· AI/ML model training procedure
· Enhancement for RSRP report and beam ID report
· AI/ML model monitoring procedure
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Appendix - Objectives in WID
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.

Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 

AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

For the use cases under consideration:

1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.


2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.
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