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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: OLE_LINK43][bookmark: OLE_LINK44]In the RAN1 Rel-17 study item “Study on XR Evaluations for NR”, progress has been made on many aspects, e.g. applications, KPIs, evaluation assumptions/methodologies, and performance evaluations. The results have been summarized in TR 38.838 [1]. For RAN Rel-18, a new SID “Study on XR Enhancements for NR” has been approved in RAN#94e with the following areas: XR-awareness in RAN, XR-specific power saving, and XR-specific capacity improvements [2]. The details are as follows:
	(Copied from RP-213587 [2])
4	Objective
4.1	Objective of SI or Core part WI or Testing part WI
The study is to be based on Release 17 TR 38.838, on corresponding Release 17 work from SA4 (as per SP-210043) and on Release 18 work from SA2 (as per SP-211166).
Objectives on XR-awareness in RAN (RAN2):
· Study and identify the XR traffic (both UL and DL) characteristics, QoS metrics, and application layer attributes beneficial for the gNB to be aware of.
· Study how the above information aids XR-specific traffic handling.
Objectives on XR-specific Power Saving (RAN1, RAN2):
· Study XR specific power saving techniques to accommodate XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc...). Focus is on the following techniques:
· C-DRX enhancement.
· PDCCH monitoring enhancement.
Objectives on XR-specific capacity improvements (RAN1, RAN2):
· Study mechanisms that provide more efficient resource allocation and scheduling for XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc…). Focus is on the following mechanisms:
· SPS and CG enhancements;
· Dynamic scheduling/grant enhancements.


In this contribution, we mainly provide our views on XR-specific capacity enhancements techniques.
[bookmark: OLE_LINK15][bookmark: OLE_LINK77][bookmark: OLE_LINK79]Discussion
XR-specific traffic characteristics 
Traffic characteristics of XR services were studied in the R17 XR, where DL/UL traffic models of XR and cloud gaming services were agreed. Going beyond the traditional eMBB and URLLC services, XR applications typically require high throughput and low latency. The current 5G system has been designed mainly to deliver eMBB, URLLC and mMTC services. Thus, XR-specific capacity enhancements should be made considering the following XR traffic characteristics:
Non-integer periodicity
Generally, for an XR video, the XR frames arrive periodically every 1/F second, where F is the frame rate in FPS (frames per second). Typical value of F can be 30, 60, 90, or 120 FPS, resulting in a non-integer periodicity, e.g. 1/30s, 1/60s, 1/90s or 1/120s. In Section 2.3 below, we’ll further analyze this issue and point out that current specification can already solve such issue.
Jitter
Due to the different delay caused by XR video encoding/rendering and network transmission, there may be traffic jitter at the gNB for DL XR traffic, e.g., jitter follows truncated Gaussian distribution with the range of [-4ms, 4ms] as identified in R17 XR. 
For UL VR and cloud gaming service, the pose/control information arrives periodically without jitter. For UL AR service, the traffic jitter should be much smaller than that in DL video transmission since the UE only needs to deliver the data from the application layer to the transport layer, without network routing. Thus, there is no jitter issue for uplink in most cases.
[bookmark: _Ref101295330]Observation 1: There is no jitter issue for uplink in most cases.
Variable frame size
According to Rel-17 study, the size of XR frame/slice is variable. The parameters of the video packet size distribution are related to video encoding, e.g. error resilience, rate control, etc. Based on the outcomes in clause 5.1 of TR 38.838 [1], XR frame size of single stream follows truncated Gaussian distribution where the maximum size is 3 times of the minimum size. As for multi-streams, the average size ratio between one I-frame/slice and one P-frame/slice can be 1.5~3. In this case, the maximum ratio between two XR frames/slices can be up to 9. Therefore, scheduling based on a fixed radio resource size cannot accommodate variable frame sizes.
[bookmark: _Ref101295356]Observation 2: The size of XR frames/slices varies in a wide range which does not suite scheduling based on a fixed radio resource size.
Multiple flows
For an XR application, there might be multiple data streams. Three multi-streams models for XR DL traffic are provided in clause 5.1.2 of TR 38.838 [1], including sliced-based traffic, Group-Of-Picture (GOP) based traffic and so on. And three different multi-streams for AR UL traffic are also provided in clause 5.5.2 of TR 38.838 [1]. Multiple streams may have different traffic characteristics, QoS requirements and priorities. RAN can benefit from the multiple flows related information to have efficient radio resource management. 
[bookmark: _Ref101295363]Observation 3: When considering capacity enhancements, the following issues would benefit from further study:
· Variable frame size
· Multiple flows
Existing scheduling techniques (SPS, CG, Dynamic scheduling)
DL scheduling (SPS, DG)
Due to the quasi-periodic characteristic, SPS might be a candidate to serve XR DL traffic. For XR DL transmission, SPS can reduce DCI overhead compared with dynamic scheduling/grant. However, according to R17 XR evaluation, the bottleneck of XR capacity lies in the data channel rather than the control channel. Moreover, the configuration of SPS is configured by RRC signaling and activated by the DCI. That is, the SPS configuration cannot dynamically adapt to channel condition and varying frame size, which will have a negative impact on capacity if the channel condition deteriorates or a large frame arrives. Thus, the benefit of using SPS for XR transmission is not clear. 
On the other hand, by using dynamic scheduling, the gNB can allocate radio resource for the UE when XR frame actually arrives so that it can solve the shift of arrival time caused by jitter. In addition, period mismatch caused by XR non-integer period will not occur since the UEs can be scheduled for DL transmission on every D slot when using dynamic scheduling. Besides, radio resources would be allocated to adapt to variable XR frame size. Thus, dynamic scheduling seems more suitable for DL transmission.
[bookmark: _Ref101295385]Observation 4: The benefit of using SPS for XR DL transmission is not clear compared with dynamic scheduling. Dynamic scheduling seems more suitable for DL transmission.
UL scheduling (CG, DG)
For XR UL transmission, configured grant (CG) can reduce control signaling overhead as well as transmission delay due to no SR/BSR report procedure. Generally, SR/BSR report procedure may need at least 1~2 U slots, which may cause extra delay. If these transmission opportunities are saved for frame/data transmission, the UL capacity would be improved. Based on the initial evaluation results in clause 7.3.2.2 of TR 38.838 [1], the UL capacity increases from <1 to ~5 satisfied users by increasing PDB from 10 ms to 15 ms (adding 2 U slots). Therefore, CG is suitable for XR UL transmission due to low latency requirements of XR service.
In addition, current specification already supports configuring multiple PUSCH resources within one CG period, which can be used for XR UL transmission since one XR frame is large and usually need to be transmitted over multiple UL slots.
[bookmark: _Ref100504097]Observation 5: Due to low latency requirements of XR service, configured grant (CG) is beneficial for XR UL transmission by reducing the transmission delay, since there is no SR/BSR report procedure.
Views on non-integer periodicity 
For DL, dynamic scheduling seems more suitable for DL transmission. In this case, period mismatch caused by XR non-integer period will not occur since the UEs can be scheduled for DL transmission on every D slot when using dynamic scheduling.
For UL, configured grant (CG) is beneficial for XR UL transmission by reducing the transmission delay, since there is no SR/BSR report procedure. The periodicity of CG in current specification can only be an integer number of slots. XR frames arrive periodically every 1/F second, where F is the frame rate in FPS (frames per second). Typical value of F can be 30, 60, 90, or 120 FPS, resulting in a non-integer periodicity, e.g. 1/30s, 1/60s, 1/90s or 1/120s. If only one set of CG is configured, it can be observed that the mismatch between XR traffic periodicity and CG would occur. Current specification already supports multiple sets of CG configuration, which can be used to solve such non-integer periodicity issue. As illustrated in Figure 1, for 60 FPS case, 3 sets of CG can be configured with the same periodicity 50ms, and 3 different offsets (i.e., 0ms, 17ms, 34ms) are configured to match three XR frames in this 50ms period. In such configurations, each XR frame can be transmitted on the corresponding CG occasion, and the non-integer periodicity issue is well solved.
[bookmark: _Ref102078863]Observation 6: Regarding the non-integer periodicity issue,
· For DL transmission, it can be solved by dynamic scheduling
· For UL transmission, it can be solved by configuring multiple sets of configured grants (CG)
[image: ]
[bookmark: _Ref100155621]Figure 1. Multiple sets of CG configurations to match XR traffic
Views on traffic jitter
For DL, there exists a traffic jitter with the range of [-4ms, 4ms]. However, dynamic scheduling seems more suitable for DL transmission. Jitter would not be an issue if using dynamic scheduling since the gNB can allocate radio resource when XR frame arrives. For UL, there is no jitter issue for uplink in most cases. Therefore, no additional capacity enhancement is required for jitter issue.
Potential enhancements to address variable frame size issue
For DL, dynamic scheduling seems more suitable for DL transmission. Variable frame size would not be an issue since dynamic scheduling can allocate resources based on the actual size of packets. 
For UL, configured grant (CG) is beneficial for XR UL transmission by reducing the transmission delay. According to our evaluation result of Rel-17, it usually requires 1~5 transport blocks for one uplink frame, depending on the current channel condition and XR frame size. Thus, multiple PUSCH occasions should be configured in one CG period.
However, the CG resource is semi-statically configured, thus cannot adapt to the varying size of XR frames. As illustrated in Figure 2, assume 4 PUSCH resources are configured in one CG period, if the current frame is small and only needs 2 PUSCH resources, then, there will be resource waste. On the other hand, assume 3 PUSCH resources are configured in one CG period, if the current frame is large and needs 4 PUSCH resources, then additional dynamic scheduling is needed, resulting in extra delay.
[bookmark: _Ref102078958]Observation 7: CG resource is semi-statically configured and cannot adapt to the varying size of XR frames,
· If the size of CG resource is larger than the actual frame size, radio resources may be wasted 
· If the size of CG resource is not large enough to transmit the current frame, additional dynamic scheduling is needed, resulting in extra delay
[image: ]
[bookmark: _Ref100323724]Figure 2. Variable XR frame size and semi-statically configured CG resource
To address the issue above, mechanisms to allow reallocating the unused CG resources within one CG period can be considered. In order to avoid the extra delay caused by additional dynamic scheduling, the CG resource within one CG period can be configured according to a relatively large size of XR frame. When an UL XR frame arrives, the UE has the knowledge of UL frame size and can send an indication to the gNB to inform it of the unused CG resources. Then the gNB can re-allocate those CG resources to other UEs and avoid resource waste.
[bookmark: _Ref102118062][bookmark: _Ref100503903]Proposal 1: Further study capacity enhancements techniques to address variable frame size issue, including mechanisms to allow re-allocating the unused configured grant (CG) resources.
[bookmark: _Ref80607974][bookmark: _Ref72745089]XR-awareness in RAN for capacity enhancement
Multiple flows coordinated transmission for single UE
For an XR application, there might be multiple data streams with different traffic characteristics, QoS requirements and priorities. If the network treats them equally, it can result in over-protection for non-important packets and potential waste of radio resources, causing low system capacity. The gNB can use the information (different QoS requirements and priorities of different data streams), which can be known from SA2, to improve the scheduling efficiency, e.g. efficient packet dropping and differentiated priority handling. 
PDU Set integrated packet handling
As discussed in our companion paper [4] regarding the LS from SA2 [5], one XR video frame/slice (or PDU set as defined by SA2) may be segmented into one or multiple packets. All packets belonging to the same PDU set need to be correctly received for successful decoding in most cases. If gNB is aware of the relationship between packets belonging to the same PDU set, it can decide whether to continue the subsequent data transmission or to discard, which can save network resources, avoiding unnecessary reception/transmission.
[bookmark: _Ref100780089]Observation 8: The aspects of XR-awareness in RAN are beneficial for XR capacity, e.g. the different priorities of different data streams and the PDU set integrity information as identified in SA2.
Conclusions
In this contribution, we provide our views on XR-specific capacity enhancements techniques based on XR-specific traffic characteristics, including non-integer periodicity, jitter, variable frame size, multiple flows, and PDU set integrity. Capacity enhancements techniques to address variable frame size issue need to be further studied. The following proposals and observations are given:
Proposal 1: Further study capacity enhancements techniques to address variable frame size issue, including mechanisms to allow re-allocating the unused configured grant (CG) resources.
Observation 1: There is no jitter issue for uplink in most cases.
Observation 2: The size of XR frames/slices varies in a wide range which does not suite scheduling based on a fixed radio resource size.
Observation 3: When considering capacity enhancements, the following issues would benefit from further study:
· Variable frame size
· Multiple flows
Observation 4: The benefit of using SPS for XR DL transmission is not clear compared with dynamic scheduling. Dynamic scheduling seems more suitable for DL transmission.
[bookmark: _GoBack]Observation 5: Due to low latency requirements of XR service, configured grant (CG) is beneficial for XR UL transmission by reducing the transmission delay, since there is no SR/BSR report procedure.
Observation 6: Regarding the non-integer periodicity issue,
· For DL transmission, it can be solved by dynamic scheduling
· For UL transmission, it can be solved by configuring multiple sets of configured grants (CG)
Observation 7: CG resource is semi-statically configured and cannot adapt to the varying size of XR frames,
· If the size of CG resource is larger than the actual frame size, radio resources may be wasted 
· If the size of CG resource is not large enough to transmit the current frame, additional dynamic scheduling is needed, resulting in extra delay
Observation 8: The aspects of XR-awareness in RAN are beneficial for XR capacity, e.g. the different priorities of different data streams and the PDU set integrity information as identified in SA2.
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