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1. [bookmark: _Ref71574297]Introduction
Up to RAN1 #107-e meeting, several aspects of multi-PDSCH have been agreed and our views on Type-2 codebook bundling designs for multi-PDSCH and remaining discussion of multi-PDSCH scheduling features and timeline discussion are as follows.   

[bookmark: _Ref494794648]
2. Type-2 codebook design
In RAN1 #107-e meeting, bundling mechanism based on Rel-15/16 CBG grouping has been specified for Type-2 codebook design to manage the HARQ-ACK information payload size. One remaining discussion is the details to group the scheduled PDSCHs. In particular, there is a discussion on whether the grouping should be based on the configured PDSCHs or the valid PDSCHs in case that some scheduled PDSCHs collides with uplink symbols or SSBs. 

It has been identified in RAN1 #107-e meeting that there is performance benefit when the bundling of PDSCH is based on valid PDSCH. For example, when a DCI schedules four PDSCHs and the third one is invalid, if the number of bundling group is 3, then each of the valid PDSCHs will be allocated to one bundling group respectively. If the bundling is based on the configured PDSCHs, then the first and second PDSCHs, which are valid, will be allocated to a bundling group and the remaining two PDSCHs, where one is invalid and the other one is valid, will be allocated to two bundling group separately.  On the other hand, some specification efforts are needed to implement the bundling operation based on valid PDSCHs. At least, the ordering of the HARQ-ACK information corresponding to the valid PDSCHs should be determined. For example, when a DCI schedules four PDSCHs and the third one is invalid, if the number of bundling group is 4, assuming all the three valid PDSCHs are decoding correctly, then there are at least two possible HARQ-ACK information reporting: 
Alt1:(ACK, ACK,ACK,NACK) if only the valid PDSCHs are considered for HARQ bit ordering or
Alt2:(ACK,ACK,NACK,ACK) if both valid and invalid PDSCHs are considered for HARQ bit ordering.  

If Alt1 is adopted, then it will not aligned with the agreement RAN1 made in RAN1#107-e meeting when no bundling is considered:

Agreement
1. For type-2 HARQ-ACK codebook generation, HARQ-ACK bit ordering is based on configured SLIV position in the indicated TDRA row index, regardless of the validity of each scheduled PDSCH.

If Alt2 is adopted, then the Rel-15/16 CBG grouping method can’t be directly reused and some enhancement is necessary

In our view, both alternatives of ordering based on valid PDSCH bundling has some drawbacks and we prefer a working solution with acceptable performance loss is preferred in the maintenance stage.  


[bookmark: _Ref92464519]Proposal 1: For Type-2 codebook construction with bundling groups, the PDSCHs corresponding to configured SLIVs in a TDRA row index indicated by multi-PDSCH scheduling DCI are allocated to the bundling groups by reusing CBG grouping method.


3. Multi-PDSCH scheduling design related discussion
Due to the multi-PDSCH scheduling, PUCCH payload size is increased accordingly. Although the TB bundling mechanism has been introduced, it is desirable to reuse the same existing PUCCH payload size limit 1706 to transmit UCI information including HARQ-ACK information bits.

[bookmark: _Ref71638069]Proposal 2: The UCI information bits including HARQ-ACK information bits should reuse the existing PUCCH payload size limit 1706.

There are FFS points on the multi-PDSCH feature regarding the time gap between scheduled PDSCHs. Particularly, the maximum gap between two consecutively scheduled PDSCHs and the gap between the first scheduled PDSCH and the last scheduled PDSCH are FFS. Based on our understanding, the motivation to introduce such gap is to allow potential DL/UL switching among the scheduled PDSCHs. Therefore, we don’t see the need to optimize the gap between the first scheduled PDSCH and the last scheduled PDSCH. Furthermore, when the gap between the first scheduled PDSCH and the last scheduled PDSCH is large, HARQ ID starvation issue can arise due to the fact that the HARQ ID of the scheduled PDSCHs can’t be released at least till the end of the last PDSCH transmission. In our view, the scheduled M PDSCHs should be contained within at most M consecutive slots to ensure the single shared MCS reflects the channels across the slots where the multi-PDSCH are scheduled and mitigate the HARQ ID starvation issue. 

[bookmark: _Ref79097750]Proposal 3: For multi-PDSCH scheduling, if M PDSCHs are scheduled by a DCI, the M PDSCHs should be contained within at most M consecutive slots
 

In Rel-15/16, there are fundamental scheduling restriction to prevent out-of-order scheduling among the PDCCHs and the scheduled PDSCHs and among PDSCHs and PUCCHs, which are described in TS 38.214 as follows:
	TS 38.214 Clause 5.1
In a given scheduled cell, the UE is not expected to receive a first PDSCH and a second PDSCH, starting later than the first PDSCH, with its corresponding HARQ-ACK assigned to be transmitted on a resource ending before the start of a different resource for the HARQ-ACK assigned to be transmitted for the first PDSCH, where the two resources are in different slots for the associated HARQ-ACK transmissions
…

In a given scheduled cell, the UE is not expected to receive a first PDSCH, and a second PDSCH, starting later than the first PDSCH, with its corresponding HARQ-ACK assigned to be transmitted on a resource ending before the start of a different resource for the HARQ-ACK assigned to be transmitted for the first PDSCH if the HARQ-ACK for the two PDSCHs are associated with HARQ-ACK codebooks of different priorities.
For any two HARQ process IDs in a given scheduled cell, if the UE is scheduled to start receiving a first PDSCH starting in symbol j by a PDCCH ending in symbol i, the UE is not expected to be scheduled to receive a PDSCH starting earlier than the end of the first PDSCH with a PDCCH that ends later than symbol i.



However, the same rules might not be directly applied to multi-PDSCH scheduling. For example, consider the scheduling illustrated in Figure 1 where DCI1 schedules PDSCH 1-1 and PDSCH 1-2 and DCI2 schedules PDSCH 2-1. It can be observed that (DCI1, PDSCH1-1) and (DCI2, PDSCH 2-1) comply with the valid in-order scheduling. On the other hand, the timing relationship between (DCI1, PDSCH1-2) and (DCI2, PDSCH 2-1) is out-of-order, which is not allowed in Rel-15/16. To resolve the issue, one approach is to define out-of-order rules for multi-PDSCH scheduling by listing possible scheduling scenarios and discussing which ones should not be allowed.  However, such discussion might be time consuming and many corner cases might be involved, which is not desirable at this late stage of WI. In RAN1 #106bis-e meeting, Rel-15/16 in-order scheduling restriction is agreed to be applied to any pairs of (scheduling DCI, scheduled PDSCH/PUSCH) for multi-PDSCH/PUSCHs scheduling to simplify the design. One remaining discussion point is the case of one multi-PDSCH scheduling DCI and one single-PDSCH scheduling DCI. It is not clear to us the justification to handle this case differently from the multi-PDSCH scheduling cases that have been agreed. We also have concerns that having different scheduling restrictions for single-PDSCH and multi-PDSCH scheduling can potentially open doors for lengthy discussion on some unexpected corner cases. Therefore, to have the unified and simple solution, not allowing out-of-order scheduling is preferred. In that case, the scheduling scenario in Figure 1 is not allowed. 


[bookmark: _Ref83999508] Proposal 4: For the case of one multi-PDSCH (or multi-PUSCH) scheduling DCI and one single-PDSCH (or single-PUSCH) scheduling DCI, UE doesn’t expect any of the scheduled PDSCHs(or PUSCHs) and the scheduling DCI lead to out-of-order scheduling.

[bookmark: _Ref83999519]Proposal 5: For multi-PDSCH scheduling, UE doesn’t expect any of the scheduled PDSCHs and the resource for the HARQ-ACK transmission lead to out-of-order scheduling.
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[bookmark: _Ref83994271]Figure 1 Example of multi-PDSCH scheduling for out-of-order discussion 

   

4. Conclusion
In summary, we have the following proposals:

Proposal 1: For Type-2 codebook construction with bundling groups, the PDSCHs corresponding to configured SLIVs in a TDRA row index indicated by multi-PDSCH scheduling DCI are allocated to the bundling groups by reusing CBG grouping method.

Proposal 2: The UCI information bits including HARQ-ACK information bits should reuse the existing PUCCH payload size limit 1706.
Proposal 3: For multi-PDSCH scheduling, if M PDSCHs are scheduled by a DCI, the M PDSCHs should be contained within at most M consecutive slots

Proposal 4: For the case of one multi-PDSCH (or multi-PUSCH) scheduling DCI and one single-PDSCH (or single-PUSCH) scheduling DCI, UE doesn’t expect any of the scheduled PDSCHs(or PUSCHs) and the scheduling DCI lead to out-of-order scheduling.
Proposal 5: For multi-PDSCH scheduling, UE doesn’t expect any of the scheduled PDSCHs and the resource for the HARQ-ACK transmission lead to out-of-order scheduling.
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