[bookmark: historyclause][bookmark: _Toc383764588][bookmark: _GoBack]3GPP TSG RAN WG1 Meeting #107-e                                     R1-2112299
e-Meeting, November 11th – 19th, 2021

Agenda Item: 8.14.2
Source: MediaTek Inc.
Title: Further Potential XR Enhancements
Document for: Discussion and Decision
Introduction
Rel-17 study item on XR evaluation for NR was approved at RAN#86 meeting [1]. 
In this contribution, we share some views and potential direction to explore XR enhancements to achieve good QoE, better resource efficiency, better resource scheduling, reduced power consumption and reduced complexity. 
Packet-level Priority Indication
In 5GS today, every packet can be subject to a particular treatment using QoS mechanisms. The QoS in 5GS exploits (IP) DiffServ+DSCP packet marking so a given packet can be associated to a given QoS flow itself subject to a specific treatment. Hence, for the same application, traffic can be differentiated on a per-packet basis where each packet will be treated the way it should be treated as initially determined by the application. A packet will be directed to the appropriate QoS flow in 5GS. QoS flows are visible in the RAN where an appropriate QoS flow <> bearer mapping is made and it then follows from there for proper treatment in the access stratum. QoS flows are 5GS-wide to ensure any particular packet transits throughout the entire system properly. 
The starting point is that the application itself ought to mark packets properly using existing mechanisms such that they can then be transported properly between source and destination, bearing in mind 5GS may be just one “hop” in the whole data path. 
Diffserv+DSCP is widely used today in IP networks. However, in practice these existing QoS mechanisms have only been used by a small number of operator-driven services (VoLTE/ViLTE in 4G, and VoNR and ViNR in 5G). All other traffic appears to be using a generic QoS bearer. On top of this, there are probably proprietary implementations at internet, Core and RAN levels that aim to treat different types of traffic according to their required QoS. But future applications like CG/XR are not viable with only a generic data bearer.  And a proper specification of the interface supporting QoS differentiation is needed. 
QoS mechanisms in 5G requires further re-thinking if we aim to support various applications with various types of traffic. The millisecond latency range required for many of the 5G and B5G services cannot be handled by the present architecture.  To this end, more service awareness and more optimized and specified QoS framework is necessary to comply with the new emerging use cases requirements. Every node in the system (including the PHY) should be aware of the QoS requirements for every packet. This may require a complete re-think of the network design, as this has been inherited from previous 3G and 4G generations. 
The 5GS is not able now to identify the XR or CG traffic and can’t distinguish the different traffic types of  these services to carry any optimization. Hence, an awareness about these types of traffics at the 5GS ( E.g. PHY and the MAC) could be very beneficial for the scheduling and to the link adaptation to meet the latency and the reliability required for the service while guaranteeing good system capacity. 

Proposal 1: Extra information should be included in the higher layers (UDP, RTP, …) packet header to inform about the characteristics of the packet (I-Frame vs P-Frame, FoV, game control commands, haptic sensors data, in-game voice traffic, video feed, …). 
Proposal 2: XR traffic information to be accessible at the 5GS and used to prioritize the traffic at different layers. 

Multiple Priority levels could be defined at the PHY/MAC or at the higher layers in addition to the two priorities defined in RAN1 in Rel-16. And a mapping between the traffic priorities and the traffic types or packet types could be specified
	Priority indicator
	BLER Target
	Latency Budget

	0
	10^(-1)
	800ms

	1
	10^(-2)
	5ms

	2
	10^(-3)
	3ms

	3
	10^(-4)
	2ms

	4
	10^(-5)
	1ms

	…
	…
	…


Table 1: Priority indication combining BLER target and latency budget.


		Priority indicator
	Traffic
	Frame type

	0
	Enhancement
	P

	1
	Enhancement
	I

	2
	Enhancement
	P

	3
	Baseline
	I,P

	4
	Baseline
	I,P

	…
	…
	…


Table 2: E.g. of Mapping of priorities to VR traffic

		Priority indicator
	Traffic Type

	0
	

	1
	In-gaming voice,…

	2
	

	3
	Pose information, …

	4
	Haptic sensors, gaming controls, …

	…
	


Table 3: E.g. of Mapping of priorities to traffic types




Delay Labelling
Delay labelling across layers from XR server to RAN could be specified to assist and optimize RAN scheduling. For example, every packet is independently labelled with its own remaining delay after each processing block or after each transmission layer. Hence, the delay budget is decremented after each step in the transmission. Also, the jitter value for each packet can be included in the delay calculation during labelling. The proposal can give visibility to the 5GS about delays/jitter at the codec in the video encoding. 
Hence, two packets may have the same QoS characteristics but can be allocated to two different QoS flows or treated differently for the RAN scheduling or at the UE processing because of their two different remaining latency budgets. 
Higher layers don’t have visibility about the residual packet delay budget. The proposal can also give visibility to higher layers about the time consumed per packet for the radio transmission. A packet which is successful after multiple HARQ re-transmissions at PHY has consumed more time than a packet which is successful from first attempt. Hence, a delay labelling could be useful across layers to possibly prioritize packets with close to expiry delay budget.
When the delay budget is over, the packet could be dropped at any particular layer or the priority of the packet could be re-adjusted (e.g. deprioritized). 
Proposal 3: Delay labelling across layers from XR server to RAN is beneficial to assist and optimize RAN scheduling.
5GS assistance to XR error concealment
QoE requires keeping video frame error rate at a very low level, e.g. FER<1%, which translates to a radio packet error rate in the order of PER~1E-4, that is, Probability(radio packet latency > PDB) ~ 1E-4. For simplicity, distinctions between PDB and the actual deadline of each packet is not discussed here. These infrequent random radio packet errors are deadline violations resulting from late retransmissions, after possibly several attempts. It is worth making two side remarks: 1) The packet is not dropped by the gNB, but arrives at the UE too late for the frame decoding. 2) The event has nothing to do with congestion, and should not trigger congestion control, in general.
The delay aware scheduling can estimate with sufficiently low false alarm rate (w.r.t. the overall traffic volume of a particular UE link) when a packet misses the frame decoding. Therefore it can act upon the error to assist the UE in the error concealment. In the sequel we elaborates on the various opportunities to do so.
Error concealment may involve a series of actions, which have two goals: decoding and constructing the frame despite the error and concealing the effects to the current frame as much as possible, on one hand, and preventing or minimizing the propagation of the error to subsequent frames (i.e., temporal error propagation typical of P-frames/P-slices) and to an extended area of the frame (i.e, spatial error propagation, typical of I-frames/I-slices), on the other hand. 
A client-side application concealment method may be to generate a “patch” replacing the information carried by the missing (i.e., late) radio packet. For instance, a prediction from the previous frame and the current motion vectors could make part of this. It is hence important to transmit compact information that is critical for the concealment, such as motion vectors, with higher reliability QoS parameters. This can readily be supported by multiple QoS flows using the current standard.
The client side application may be able to use the late radio packet in the decoding at some cost to QoE, power consumption, etc. One way would be to delay the start of the decoding and use temporal extrapolation for displaying a frame. The benefit would be to prevent temporal error propagation. In this example, we observe soft-real time requirements. A pair of {PDB_1, reliability_1} (where reliability_1 = Probability(latency> PDB_1) could specify the maximum latency and violation probability for uncompromised decoding whereas another pair of {PDB_2, reliability_2} (where reliability_2 = Probability(latency > PDB_2) could define maximum latency and violation probability for the late decoding event, both applicable to the same QoS flow. The benefit would be that PDB_1 and/or reliability_1 can be relaxed w.r.t. the hard real-time requirements (when the late packet is assumed to be dropped) and still achieve the same QoE. 
Proposal 4: Soft-real-time requirements can be specified in 5G QoS protocol as pairs (tuples) of {PDB, reliability} associated to different outcomes.
The client side application may also be able to use the late radio packet without the previously described interpolation. That is, the frame is constructed and “patched” (as already hinted at by the example of the motion vector aided temporal prediction method)  without waiting for the late radio packet. Once the late radio packet arrives, the previous decoding is “rolled back” one frame and the uncompromised decoding is performed in order to recover the chain of temporal predictions before the next frame needs to be decoded. Again, the soft-real-time QoS requirements could be used in this framework as well.
Finally, the client side application may have to drop the radio packet, do the previously described “patching” of the current frame and assume error propagation. Several server-side or interactive error concealment mechanisms have been devised to stop the error propagation beyond some number of frames. An interactive method for GoP encoding is to request an I-frame-on-demand. This may be suitable if the turn-around time between the request and the I-frame arriving in response is short. The RAN network may provide assistance to minimize this duration, for instance, by generating the request on behalf of the client application running in the UE as soon as the gNB detects that the radio packet or the video frame will not meet its PDB/deadline. 

Proposal 5:  Upon predicting/detecting PDB violation of a radio packet, RAN can trigger early/timely request for error concealment action from server (e.g. I-frame on demand in a GoP framework) on behalf of the UE application.
Another way the 5GS network could assist in error concealment would be to carry out the appropriate selection between Enhancement and Baseline encoding versions of a frame on behalf of the client UE as dictated by the error events and the interactive concealment actions. For instance two flows could be set up for Baseline and Enhancement Encoding Layers and 5GS would only transmit the Enhanced version suppressing any redundancy related to the Baseline Layer in normal regime, and switch to the Baseline Layer when an I-frame-on-demand request is transmitted towards the AF server until the I-frame in response arrives.
Proposal 6: Based on separate QoS flows, 5GS network may filter downlink information on behalf of UE client application based on inputs from the client and the server.  
XR Server Awareness about RAN Performance

XR server awareness about RAN performance is useful to have optimized video encoding based on the RAN performance and capacity. 
QoS metrics characterizing the RAN operation could be communicated to the XR server and could be useful to optimize the video codec adaptation. For example, Network can recommend the bit rates, latency and reliability it can support at a specific time

RAN can also signal mobility events to XR server for QoS flow and encoding/rendering adjustment and codec adaptation. For example, RAN can signal to the XR server the handover events and also can signal when the handover is complete so that the codec previous configuration can be resumed or upgraded. RAN can also signal any potential user plane congestion. 

Most importantly, RAN can signal information about events directly impacting its performance to the XR server, like channel degradation, beam blockage, interference, BWP switching …

Proposal 7:  XR server awareness about RAN performance is useful for the codec and the XR server to have optimized video encoding based on the RAN performance and the RAN capacity. 

Mapping video slices to CBGs
In NR Rel-15, CBG (code block group) transmission was specified by grouping code blocks of a TB into code block groups. The objective is to reduce the retransmission resources, hence improving spectral efficiency and system capacity by only re-transmitting the CBGs with erroneous code blocks. In general, CBG is not really very used today due to its complexity, and worthwhile to consider enhancement to make it useful in B5G and 6G for applications like AR/VR and holographic communication which require both very higher data rate and also high reliability/low latency. 
In NR, Maximum TB size = 4 (max MIMO layers) x 273 (RBs) x 12 (REs) x 8  (256-QAM) x 948/1024 (Max CR) x 13 (symbols)= 1261670 bits = 157709 (Bytes)
And for CG and AR/VR: 
· CG (30Mbps):  Mean packet size = 62500 (Bytes), Max packet size (Bytes) = 93750 (Bytes)
· AR/VR (45Mbps) :  Mean packet size = 93750 (Bytes), Max packet size (Bytes) = 140625(Bytes)
Hence, one video frame can fit in one TB. Assuming 8 slices in one video frame and up to 8 CBGs in one TB. Hence, we can set CBGs-per-TB equal to number of slices per video frame (e.g. 8, 4) and map every slice to a CBG.
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The advantage is that a failed CBG (after all retransmissions consumed) impacts only a single slice. Hence, if a CBG has failed after expiring the possible retransmission then only a single video slice is impacted and not the full image. Also, the I-slice CBG is prioritized at the reception and could be decoded quickly and reported to higher layers hence reducing its latency. 
But since I-slice could be larger than a P-slice. (, where  and  are the sizes of the I-slice and the P-slice respectively and ), CBG sizes within a TB could be made different to accommodate for this difference in sizes between I-slices and P-slices. 
CBG grouping could also be configured per stream. Actually, CBG grouping is useful for some streams with large TB sizes ( e.g. DL VR, UL AR,…) but not that useful for other types of streams with potentially low TB sizes ( e.g. UL pose/control information, …) 
Proposal 8: Mapping of video slices to CBGs is very useful to optimize scheduling and for better resource efficiency and better XR QoE.

Priority of codec layers and metadata signalling
The 5GS could be made aware and can exploit the layered codec scalability. In the layered codec concept, the video stream is partitioned into multiple layers. The baseline layer is independently decodable. Enhancement layers are depended on the decoding of their lower layers. Hence, every codec layer could have different RAN ( e.g. PHY/MAC) traffic priority and hence different BLER target and latency budget associated.

The RAN (e.g. PHY/MAC) could be signalled from the XR/CG server about the XR/CG packet or slice information to help prioritize the packets and video slices: 
· E.g. of signalling could be: 
· Indication of the start and end of a slice (e.g. packet tagged with start/end)
· Packet index within the slice 
· Packet delay budget or remaining packet delay budget or time consumed in video processing (encoding/decoding, rendering, …)
· Packet buffer (indication of the eye buffer - left or right buffer) 
· Type of the packet/slice (intra or inter packet/slice)
· Priority or importance (index indicating the priority level)
· Packet belongs to the FoV
· Packet belongs to specific code layer

Proposal 9: Awareness of 5GS about codec layers, slice information and packets information is very useful to optimize the RAN scheduling and guarantee good and optimized handling of the XR traffic at the 5GS.

Potential capacity enhancement utilizing measurement gap
In 5G NR system, measurement gaps are configured to allow UE to do inter-frequency neighbour cell measurement and the corresponding RF tuning. In measurement gap, NW cannot schedule UE to transmit/receive data. Possible measurement gap length (MGL) and Measurement gap repetition period (MGRP) values in 5G NR are listed in the figure below. Taking gap pattern (GP) 4 in the figure below as an example (MGL=6ms, MGRP=20ms), it means that scheduling is excluded for a 6ms duration every 20 ms. This seems critical for efficiently serving XR traffic on NR. We think RAN should exploit possible solutions on allowing scheduling in measurement gap. For example, for VR application, users almost do not move since it would be dangerous for them to move far when immersing in the VR world. Therefore, it should be possible to smartly prioritize XR decoding in measurement gap and skip the inter-frequency measurement (in measurement gap) with orchestrated gNB/UE coordination. 

	Gap Patterns: 
· MGL: more values to accommodate
· Different SMTC durations (1,2,3,4,5 ms)
· Different RF switch time for FR1 (0.5ms) and FR2 (0.25ms)

Note: GP stands for Gap pattern
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Figure. Possible measurement gap length (MGL) and Measurement gap repetition period (MGRP) values in 5G NR

Proposal 10:  For capacity enhancement of XR application, RAN to exploit possible solutions to smartly prioritize XR decoding in measurement gap and skip the inter-frequency measurement (in measurement gap) with orchestrated gNB/UE coordination.

Conclusion
In this contribution, we have presented several potential enhancements for the XR service that could be studied and explored further to enable the XR service on 5G.
We made the following proposals: 

Proposal 1: Extra information should be included in the higher layers (UDP, RTP, …) packet header to inform about the characteristics of the packet (I-Frame vs P-Frame, FoV, game control commands, haptic sensors data, in-game voice traffic, video feed, …). 
Proposal 2: XR traffic information to be accessible at the 5GS and used to prioritize the traffic at different layers. 
Proposal 3: Delay labelling across layers from XR server to RAN is beneficial to assist and optimize RAN scheduling.
Proposal 4: Soft-real-time requirements can be specified in 5G QoS protocol as pairs (tuples) of {PDB, reliability} associated to different outcomes.
Proposal 5:  Upon predicting/detecting PDB violation of a radio packet, RAN can trigger early/timely request for error concealment action from server (e.g. I-frame on demand in a GoP framework) on behalf of the UE application.
Proposal 6: Based on separate QoS flows, 5GS network may filter downlink information on behalf of UE client application based on inputs from the client and the server.  
Proposal 7:  XR server awareness about RAN performance is useful for the codec and the XR server to have optimized video encoding based on the RAN performance and the RAN capacity. 
Proposal 8: Mapping of video slices to CBGs is very useful to optimize scheduling and for better resource efficiency and better XR QoE.
Proposal 9: Awareness of 5GS about codec layers, slice information and packets information is very useful to optimize the RAN scheduling and guarantee good and optimized handling of the XR traffic at the 5GS.
Proposal 10:  For capacity enhancement of XR application, RAN to exploit possible solutions to smartly prioritize XR decoding in measurement gap and skip the inter-frequency measurement (in measurement gap) with orchestrated gNB/UE coordination.
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