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[bookmark: _Ref70953902][bookmark: _Toc87003372]1	Introduction
In this paper, we discuss PDSCH/PUSCH scheduling enhancements and HARQ feedback aspects for the newly introduced SCSs.
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[bookmark: _Ref178064866][bookmark: _Toc87003373]2	Discussion
[bookmark: _Toc87003374][bookmark: _Hlk60674478]2.1	PDSCH/PUSCH scheduling enhancements
In this section we present discussion on the remaining open issues and FFSs for PDSCH/PUSCH scheduling enhancement.
[bookmark: _Toc87003375]2.1.1	HARQ process ID aspects
For PDSCH/PUSCH scheduling enhancement in Rel-17 it has been agreed to support up to 32 HARQ processes for DL and UL subject to UE capability, same as in the Rel-17 NTN WI. The current working assumption is that the same solution adopted by the Rel-17 NTN WI to support up to 32 HARQ processes should be reused for the Rel-17 60GHz WI ([1]).
Enhancement to HARQ process ID field in various DCI formats
We notice that in the Rel-17 NTN WI it has been agreed that for enhancement on the HARQ process indication, the HARQ process ID field should be extended to 5 bits for DCI 0-1/1-1 when the maximum HARQ processes number is configured as 32. We think the same enhancement should be adopted in the Rel-17 60GHz WI.
For enhancement on the HARQ process indication for DCI 0-0/1-0, it was agreed during RAN1#106bis-e that indication of more than 16 HARQ processes will not be supported in Rel-17 ([2]). As such, the restrictions on the HARQ process IDs that can be indicated by DCI 0-0/1-0 need to be further clarified in the NTN WI.
For DCI 0-2/1-2, the size of the HARQ process ID field is specified by RRC configuration (by harq-ProcessNumberSizeDCI-0-2-r16 and harq-ProcessNumberSizeDCI-1-2-r16). To support up to 32 HARQ processes, the maximum value for these parameters can be extended to 5.
[bookmark: _Toc86936137][bookmark: _Toc87003273]The HARQ process ID fields in various DCI formats need to be extended to support 32 HARQ processes. The bit field extension can be handled by the on-going work in the Rel-17 NTN WI.

Feedback-disabled HARQ process
The Rel-17 NTN WI has decided to introduce feedback-disabled HARQ processes in the DL. For HARQ processes configured as feedback-disabled, UL HARQ feedback is disabled to avoid stop-and-wait in the HARQ procedure, thus relying on RLC ARQ for data transfer reliability. The Rel-17 NTN WI is currently discussing how this could potentially impact Type-1 and Type-2 HARQ-ACK codebook construction. So far we have not seen any agreements from the Rel-17 NTN WI that would conflict with HARQ-ACK codebook construction for multi-PDSCH scheduling, but the progress on this topic in Rel-17 NTN WI should still be closely monitored. In case the Rel-17 NTN WI comes up any solutions that conflict with the HARQ-ACK codebook enhancement for multi-PDSCH scheduling, we could try to agree in the 60GHz WI that the UE does not expect to be configured with feedback-disabled HARQ process IDs if multi-PDSCH scheduling is configured.
[bookmark: _Toc86936141][bookmark: _Toc87003276]Monitor the progress on feedback-disabled HARQ process and its impact on Type-1 and Type-2 HARQ-ACK codebook construction in the Rel-17 NTN WI to capture any potential conflicts with HARQ-ACK codebook enhancement for multi-PDSCH scheduling in the Rel-17 60GHz WI.

[bookmark: _Toc87003376]2.1.2	Maximum gap duration and maximum scheduling time span
Some companies suggested to introduce constrains on duration of scheduling gaps and total time span of multiple PDSCHs/PUSCHs. As far as we understand, the motivation is mainly to avoid multiple PDSCH/PUSCH scheduling with excessive time span that exceeds the coherence time of the radio channel. We agree that the total time span of a multiple PDSCH/PUSCH scheduling should be confined within the coherence time given that only a single MCS is indicated. However, the coherence time is directly related to mobility of the UEs and their surrounding environment. It can be as short as micro-seconds (for very high mobility speed UEs) or as long as seconds (for stationary UEs). Hence it is very difficult (if not impossible) to define a proper limit on the total time span of multiple PDSCH/PUSCH scheduling based on the coherence time simply because it highly depends on the scenario.
In our view, it should be left to the gNB to determine the total time span for a multiple PDSCH/PUSCH scheduling based on knowledge of the radio conditions experienced by the UE. Furthermore, PDSCH/PUSCH occasions are indicated by the corresponding scheduling offset(s) K0/K2 in the configured TDRA table. By limiting the range of configured K0/K2 values, we effectively set a limit on the maximum time span allowed for multiple PDSCH/PUSCH scheduling. Therefore, introducing further constraints on duration of scheduling gaps and total time span of multiple PDSCH/PUSCH scheduling is not necessary and will sacrifice gNB scheduling flexibility.
[bookmark: _Toc86936142][bookmark: _Toc87003277]Do not introduce constraints on maximum value of the gap between two consecutively scheduled PDSCHs/PUSCHs or maximum value of the gap between the first and the last scheduled PDSCH/PUSCH other than that inherently provided by the range of K0/K2 value.

[bookmark: _Toc87003377][bookmark: _Toc79075381]2.1.3	Multi-PDSCH/PUSCH scheduling and legacy PDSCH/PUSCH repetition
For NR operation beyond 52.6 GHz in Rel-17, the potential combination of PXSCH repetition and multi-PXSCH scheduling was discussed and the following agreement was made in RAN1#104bis-e.Agreement:
· For a UE and for a serving cell, scheduling multiple PDSCHs by single DL DCI and scheduling multiple PUSCHs by single UL DCI are supported.
· Each PDSCH or PUSCH has individual/separate TB(s) and each PDSCH/PUSCH is confined within a slot.
· FFS: The maximum number of PDSCHs or PUSCHs that can be scheduled with a single DCI
· FFS: Whether multiple PDSCH scheduling applies to 120 kHz in addition to 480 and 960 kHz
· At least for 120 kHz SCS, single-slot scheduling with slot-based monitoring will still be supported as specified in Rel-15/Rel-16
· The followings will not be considered in this WI.
· Single DCI to schedule both PDSCH(s) and PUSCH(s)
· Single DCI to schedule one or multiple TBs where any single TB can be mapped over multiple slots, where mapping is not by repetition
· Single DCI to schedule N TBs (N>1) where a TB can be repeated over multiple slots (or mini-slots)
· Note: This does not imply that existing slot aggregation and/or repetition for PDSCH and PUSCH by single DCI is precluded for the serving cell.

In this agreement, we observe in the note that legacy PDSCH/PUSCH slot aggregation/repetition is not precluded in Rel-17. We agree that legacy PDSCH/PUSCH slot aggregation/repetition should be supported, at least when such aggregation/repetition is configured alone, i.e., not simultaneously with multi-PDSCH/PUSCH scheduling. Indeed, PDSCH/PUSCH aggregation/repetition can be useful also for URLLC use cases in NR operation beyond 52.6 GHz.
We believe that the intention of the above agreement was to preclude the simultaneous configuration of multi-PXSCH scheduling and PXSCH repetition; however, we think that there is still some ambiguity, part of it related to the highlighted text N > 1. Consider the case where the TDRA table contains one or more rows with a single SLIV and one or more rows with multiple SLIVs. Following the logic of the highlighted bullets in the above agreement, it seems that it would be allowed to schedule a single PXSCH (by indicating a row with a single SLIV) where the corresponding single TB (N = 1) is mapped over multiple slots by repetition, either by configuration of the parameter repetitionNumber-r16 / numberOfRepetitions-r16 within the TDRA table (for PDSCH/PUSCH) or by separate configuration of the parameter pdsch-AggregationFactor / pusch-AggreggationFactor.
In Rel-16 for multi-PUSCH this was not allowed (see extract from 38.214 and 38.331 below) since it complicates the TDRA table design. According to the below specification extracts, a TDRA table that includes a row with one or more SLIVs cannot also be configured with numberOfRepetitions, and the UE also does not expect to be configured with pusch-AggregationFactor. If PUSCH repetition is needed, then a separate TDRA table with only single SLIV for all rows can be configured. We think the same principle should be adopted for Rel-17 for both multi-PUSCH and multi-PDSCH. To follow the same principle as Rel-16 and avoid complications in TDRA table design, we propose the following which removes the ambiguity from the above agreement. Note that this proposal is limited to single-TRP. Multi-TRP intra-slot repetition for URLLC use cases (i.e., by configuration of repetitionScheme = 'tdmSchemeA') does not impact TDRA table design; hence we see no reason to preclude that in the context of multi-PDSCH scheduling.
[bookmark: _Toc86936143][bookmark: _Toc87003278]If the UE is configured with a TDRA table in which one or more rows contains multiple SLIVs, the UE is not expected to be configured with legacy single TRP PDSCH/PUSCH repetition. Legacy single-TRP repetition refers to either Rel-15 repetition through configuration of pdsch-AggregationFactor / pusch-AggregationFactor, or Rel-16 repetition through configuration of repetitionNumber / numberOfRepetitions within the TDRA table.From 38.214 Section 6.1.2.1:
If a UE is configured with higher layer parameter pusch-TimeDomainAllocationListForMultiPUSCH, the UE does not expect to be configured with pusch-AggregationFactor.

From 38.331 (Within IE PUSCH-TimeDomainResourceAllocation):
PUSCH-Allocation-r16 ::=  SEQUENCE {
   	mappingType-r16          ENUMERATED {typeA, typeB} OPTIONAL,   -- Cond NotFormat01-02-Or-TypeA
   	startSymbolAndLength-r16 INTEGER (0..127)          OPTIONAL,   -- Cond NotFormat01-02-Or-TypeA
    startSymbol-r16          INTEGER (0..13)           OPTIONAL,   -- Cond RepTypeB
    length-r16               INTEGER (1..14)           OPTIONAL,   -- Cond RepTypeB
    numberOfRepetitions-r16  ENUMERATED {n1, n2, n3, n4, n7, n8, n12, n16} OPTIONAL,   -- Cond Format01-02
    ...
}

Conditional Presence
Explanation
Format01-02
In pusch-TimeDomainAllocationListForMultiPUSCH-r16, the field is absent.
In pusch-TimeDomainAllocationListDCI-0-1 and in pusch-TimeDomainAllocationListDCI-0-2, the field is mandatory present.



[bookmark: _Toc87003378]2.1.4	Frequency domain resource allocation aspects
It is obvious that NR operation in frequency bands above 52.6 GHz will be characterized by directional transmission and reception from usage of large antenna array to achieve reasonable radio performance. When analog beamforming is used, a transmitter or a receiver can only form its beam in one direction at a given time instance. Frequency domain resource multiplexing among different UEs is often not possible especially when the beam becomes narrower as the antenna array size increases in higher frequency bands. Hence, in higher frequency bands, it doesn’t give as much benefit to support frequency resource allocation in as fine a granularity as in the lower frequency bands.
Since the frequency domain resource allocation (FDRA) field in the DL/UL DCI formats accounts for a significant part of the total DCI sizes, adopting a more coarse frequency domain resource allocation granularity can help to reduce the FDRA field size and hence improve PDCCH coverage.
Table 1 lists the Nominal RBG size P and the corresponding number of FDRA bits for Resource Allocation Type 0 in a DL or UL DCI format. Configuration 1 and 2 are defined in the current specs. The maximum RBG size is limited to 16 RBs. We add a third RBG configuration (Configuration 3) in the table to illustrate how the size of the FDRA field in DCI can be greatly reduced with increased RBG size. For Configuration 3 we consider two possible options for P and the corresponding FDRA size. The two options are separated by ‘/’. One can see that with P = 64 RBs, only 5 bits are needed to indicate frequency domain resource allocation in a BWP of 275 RBs.
[bookmark: _Ref60955672]Table 2: Normal RBG size (P) and FDRA field size, Resource Allocation Type 0
	Bandwidth Part Size
	Configuration 1
	Configuration 2
	Configuration 3

	
	P
	FDRA size
	P
	FDRA size
	P
	FDRA size

	1 – 36
	2
	18
	4
	9
	4/8
	9/5

	37 – 72
	4
	18
	8
	9
	8/16
	9/5

	73 – 144
	8
	18
	16
	9
	16/32
	9/5

	145 – 275
	16
	18
	16
	18
	32/64
	9/5



FDRA field size for Resource Allocation Type 1 is determined by the Resource Allocation Granularity (P) together with BWP size. Current specification specifies P value of 1,2,4,8 and 16 RBs for DCI format 0_2 and 1_2. For the other DL/UL DCI formats the P value is implicitly set to 1. To reduce the FDRA granularity and DCI size used for multi-PUSCH/PDSCH scheduling, P values other than 1 can be also specified for DCI format 0_1 and 1_1. Table 2 tabulates the P values and the corresponding FDRA field sizes assuming maximum BWP size. If the P value could be further extended to 32 RBs, the corresponding FDRA field size could be reduced to 6 bits.
[bookmark: _Ref60993953]Table 3: Resource Allocation Granularity (P) and FDRA field size, Resource Allocation Type 1
	Resource Allocation Granularity (P)
	FDRA size (BWP size = 275)

	1
	16

	2
	14

	4
	12

	8
	10

	16
	8

	32
	6



[bookmark: _Toc86936144][bookmark: _Toc87003279]Introduce new RBG configuration for PDSCH/PUSCH frequency resource allocation Type 0 to reduce FDRA granularity and DCI size.
[bookmark: _Toc86936145][bookmark: _Toc87003280]Support configurable Resource Allocation Granularity (P) up to 32 for DCI Format 0_1 and 1_1 with PUSCH/PDSCH frequency resource allocation Type 1 to reduce FDRA granularity and DCI size.

[bookmark: _Toc87003379]2.1.5	CBG related fields in multiple scheduling DCI
In RAN1#105-e, the common view amongst most companies was that CBG (re)transmission should not be used when multiple PDSCH/PUSCH are scheduled. For the UL, it was agreed that for 120 kHz SCS, CBG (re)transmission may be indicated when a single PUSCH is scheduled by DCI format 0_1 when multi-PUSCH scheduling is configured (i.e., same behavior as multi-PUSCH in Rel-16). This can occur if the TDRA table that includes multiple SLIVs for one or more rows also includes one or more rows with only a single SLIV, and a row with single SLIV is indicated in DCI 0_1.
	Agreement:
· At least for 120 kHz SCS, for a DCI that can schedule multiple PUSCHs and is configured with the TDRA table containing at least one row with multiple SLIVs,
· If CBG-based (re)transmission is configured, CBGTI field is not present when more than one PUSCHs are scheduled, but is present when a single PUSCH is scheduled, as in Rel-16.
· FFS:
· For 480/960 kHz SCS, whether to apply the same behavior with 120 kHz SCS or not to support CBGTI field configuration in the DCI that can schedule multiple PUSCHs
· For a DCI that can schedule multiple PDSCHs and is configured with the TDRA table containing at least one row with multiple SLIVs, whether/how to configure CBGTI/CBGFI fields

Working assumption:
UE does not expect to be configured with both of CBG operation and multi-PDSCH scheduling in the same PUCCH cell group with a Type 2 codebook. 
· If time bundling operation is supported, this working assumption can be revisited




For the UL, the remaining issue is whether or not the same behavior as for 120 kHz is also supported for the larger SCSs (480/960 kHz). As was discussed in the last meeting, the usefulness of CBG transmission is limited to scenarios only with significant time selective fading across the number of scheduled CBGs within the transmission duration. This is typically only relevant to NR operation in lower frequency spectrum with relatively smaller SCS (and hence longer slot duration), such as FR1 with 15 kHz SCS. For the short slots used in FR2 it is not likely that there will be much, if any, time variation of the channel across the scheduled CBGs. Hence, typically, either all CBGs succeed, or all fail, thus removing any potential benefit of CBG based (re)-transmission. Therefore, in our view, enabling CBG (re)transmission for NR operation in FR2 increases the technical complexity while doesn’t bring any benefit. Thus, for multi-PUSCH scheduling with 480 and 960 kHz, we don’t think CBG-based transmission should be configured, regardless of whether single or multiple PUSCHs are scheduled by a DCI. 
[bookmark: _Toc86936146][bookmark: _Toc87003281]For 480/960 kHz SCS, for a DCI that can schedule single and/or multiple PUSCHs, configuration of CBG-based (re)-transmission is not supported, and thus the CBGTI fields is not present.
For the DL, the open issue is whether/how to configure the CBGTI/CBGFI fields in the DL DCI. The working assumption from the previous meeting partially answers this issue. In this working assumption it is stated that when Type-2 HARQ-ACK codebook is configured, the UE does not expect to be configured with both of CBG operation and multi-PDSCH scheduling in the same PUCCH cell group, at least when time domain bundling is not applied. Clearly, in this scenario, the CBGTI/CBGFI fields would not be present in the DL DCI. Whether this configuration restriction should apply when time bundling is applied and when Type-1 codebook is configured is still open.
In Section 2.2.1 we provide our view on simultaneous configuration of multi-PDSCH and CBG operation on the same carrier or the same PUCCH cell group from HARQ-AK codebook generation perspective. We proposed that UE should not expect to be configured with both of CBG operation and multi-PDSCH scheduling in the same PUCCH cell group, regardless of whether Type-1 or Type-2 HARQ-ACK codebook is configured, and whether time domain bundling is applied or not. Accordingly, we have the following proposal for CBG related field in multi-PDSCH scheduling DCI as following:
[bookmark: _Toc86936147][bookmark: _Toc87003282]For a DCI that can schedule single and/or multiple PDSCHs, configuration of CBG-based (re)-transmission is not supported, and thus the CBGTI and CBGFI fields are not present

[bookmark: _Toc87003380]2.1.6	Frequency hopping
Another FFS from RAN1#104-e is to specify whether and how to support frequency hopping for multi-PUSCH scheduling in Rel-17. Frequency hopping is supported in Rel-15/16 for PUSCH with uplink resource allocation Type 1 (i.e., contiguous frequency domain resource allocation) to achieve frequency diversity. Frequency hopping is semi-statically configured in RRC and dynamically enabled/disabled by the scheduling DCI. Two frequency hopping modes are supported: intra- and inter-slot hopping. For multi-PUSCH scheduling in Rel-17, intra-slot frequency hopping is beneficial to achieve frequency diversity for various use cases and hence should be supported. On the other hand, inter-slot frequency hopping doesn’t make much sense for multi-PUSCH scheduling where different TBs are transmitted in different PUSCHs.
[bookmark: _Toc87003283][bookmark: _Toc86936148][bookmark: _Toc87003284]Support intra-slot frequency hopping for multi-PUSCH in Rel-17.
[bookmark: _Toc74928275][bookmark: _Toc74928367]
[bookmark: _Toc87003381]2.1.7	2-TB transmission for PDSCH
It has been agreed that 2-TB transmission supported in multi-PDSCH scheduling and the signalling for the second transport block re-uses the same rules as for the first transport block. However, some companies raised the concern about the increased DCI size and reduced reliability due to additional MCS/RV/NDI fields for the second transport block. For this reason, the companies proposed to introduce scheduling constraint on the maximum number of PDSCHs that can be scheduled by a single DCI when two transport blocks are scheduled.
	Agreement:
For a DCI that can schedule multiple PDSCHs, and if RRC parameter configures that two codeword transmission is enabled,
· MCS for the 2nd TB: This appears only once in the DCI and applies commonly to the 2nd TB of each PDSCH
· NDI for the 2nd TB: This is signaled per PDSCH and applies to the 2nd TB of each PDSCH
· RV for the 2nd TB: This is signaled per PDSCH, with 2 bits if only a single PDSCH is scheduled or 1 bit for each PDSCH otherwise and applies to the 2nd TB of each PDSCH 
· FFS: the maximum number of PDSCHs when 2 TB is enabled or when 2 TB is scheduled



In our view, the use of 2-TB transmission can be enabled or disabled by the gNB via RRC configuration based on the actual radio condition the UE experiences. 2-TB transmission is mainly targeted for UEs in very good radio coverage, where PDCCH link performance is not a blocking factor. The increased DCI size for supporting full scheduling flexibility of 2-TB transmission only degrades the PDCCH link performance marginally. For example, assume DCI format 1_1 size is 60 bits for single-TB. With additional 21 bits (MCS 5 bits + NDI/RV 16 bits ) for the second TB, the DCI size becomes 81/60 = 1.35 times larger, which translates to 1.3 dB loss in link performance. Such link performance degradation should be acceptable given the favorable channel condition. For UEs in poor coverage, 2-TB transmission or even multi-PDSCH scheduling should not be configured, to ensure PDCCH reliability.
On the other hand, the schemes proposed by some companies to limit the maximum number of PDSCHs when 2-TB is enabled or when 2-TB is scheduled reduces the scheduling flexibility and increases the technical complexity as further elaborated below. 
First of all, limiting the maximum number of PDSCHs to X (X<8) when 2-TB is enabled seems too restrictive from scheduling flexibility perspective, because with such restriction, once 2-TB is configured, a DCI can only schedule no more than X PDSCHs, even when single-TB transmission is used. Therefore we assume that if there is any restriction on the maximum number of PDSCHs to be imposed, it should be applied only when 2-TB is enabled and when 2-TB is actually scheduled. Even with such scheduling restriction, it is observed that when scheduling 2-TB transmission, the gNB would be restricted from using the rows in the TDRA table with more than X valid SLIVs if 2-TB is being scheduled.
Furthermore, limiting the maximum number of PDSCHs to X (X<8) when 2-TB is enabled requires dynamic determination of the PDSCH scheduling parameters (i.e., determination of the number of TBs for each PDSCH, interpretation of the MCS/NDI/RV bits in the DCI, etc.). More specifically, when 2-TB is configured, upon detection of a DCI format 1_1, the UE first needs to determine whether the DCI schedules single TB or 2 TBs, for which the rule is yet to be clarified in the specs. An exemplary approach can be that the UE determines the number of TBs in a PDSCH based on the number of SLIVs indicated by the TDRA field in the DCI. I.e., if the TDRA indicates more than X valid SLIVs, the UE can assume the scheduling is single-TB. Otherwise, the UE should assume the scheduling could potentially be 2-TB. Next, if the TDRA indicates less than or equal to X valid SLIVs, the UE should interpret the MCS/RV/NDI bits for 2 TBs per PDSCH, for which further clarification in the specs is required. Then, the UE needs to further check the MCS and RV fields for the second TB to determine whether the second TB is scheduled or not. Again, specification is required on how to do this. In our view, this technical complexity should be considered when discussing the restriction on the maximum number of PDSCHs for 2-TB transmission.
Therefore, we don’t support to introduce scheduling constraint on the maximum number of PDSCHs that can be scheduled by a single DCI when two transport blocks are scheduled.
[bookmark: _Toc86936149][bookmark: _Toc87003285]Do not introduce a constrain on the maximum number of PDSCHs that can be scheduled by a DCI when 2 TB is enabled or when 2 TB is scheduled.

[bookmark: _Toc87003382]2.1.8	PDSCH HARQ feedback delay for DCI format 1_0
In the current specs, for DCI format 1_0, the 3-bit PDSCH-to-HARQ_feedback timing indicator directly indicates the K1 value in slots (from 1 to 8). Even though DCI format 1_0 is not supposed to schedule multiple PDSCHs, the range for K1 still needs to be increased to cope with the short slot duration inherent with large SCS. However, the PDSCH-to-HARQ_feedback timing indicator in the fallback DCI can only support K1 value up to 8 slots if the direct mapping to number of slots is retained, which is far less than the anticipated required K1 value for 480 and 960 kHz SCS. Obviously, the direct mapping from the signalled value to the number of slots will not work for 480 and 960 kHz SCS. This issue was addressed in the last meeting and the following agreement was reached.
	Agreement:
For NR operation with 480 kHz and/or 960 kHz SCS, decide the set of values for PDSCH-to-HARQ_feedback timing indicator field in DCI format 1_0 in RAN1#107-e.
· Option 1: {4, 8, 12, 16, 20, 24, 28, 32} for 480 kHz and {8, 16, 24, 32, 40, 48, 56, 64} for 960 kHz
· Option 2: {7, 8, 9, 10, 11, 12, 13, 14} for 480 kHz and {13, 14, 15, 16, 17, 18, 19, 20} for 960 kHz
· Option 2a: {1, 2, 3, 4, 5, 6, 7, 8} (same as in existing specification)
· Note: the actual slot offset of k1 is the indicated value + offset where offset is ceil(N1/14)
· Other options are not precluded 



In the above agreement, Option 1 represents a direct scaling of the current set of K1 values by factor 4 and 8 for 480 and 960 kHz SCS respectively. Option 2 and Option 2a retain the set of K1 values as it is in the current specification plus a SCS-specific slot offset, which accounts for the PDSCH processing delay of 6 and 12 for 480 and 960 kHz SCS respectively.
It is observed that both Option 1 and Option 2 (2a) impose certain constraints on scheduling of PDSCH and the associated HARQ-ACK. Option 1 provides distributed PUCCH opportunities with large span in time domain, with the constraint that K1 needs to be multiple times of 4 (480 kHz) and 8 slots (960 kHz). Option 2 (2a) provides localized PUCCH opportunities that can be mapped to different slots within a set of contiguous UL slots but with a very small span in time. The two options are demonstrated in the exemplary timing diagram in Figure 1. 

The timing diagram in Figure 1 assumes a typical 4-1 TDD pattern (i.e., 4 DL slots and 1 UL slot) at 120 kHz SCS, implying a 32-8 TDD pattern at 960 kHz SCS. The example also assumes no beam switching between the scheduling PDCCH (not shown in the diagram) and the scheduled PDSCH hence they can be transmitted in the same slot. With Option 1, the PDSCH can be scheduled in any DL slots, for which the corresponding HARQ-ACK can always be mapped to one of the UL slots. However, with Option 2 or 2a, the PDSCH can only be scheduled in some certain slots due to the constraint that the corresponding HARQ-ACK needs to be scheduled in a UL slot. As for Option 2(2a) in the example in Figure 1, given K1 = 13, 14, …, 20, and UL allocation from slot 32 to 39, PDSCHs can only be scheduled in slot 12, 13, …,26, for which at least one associated PUCCH opportunity falls in the UL slots. 
[bookmark: _Ref86229388]Figure 1: PDSCH to HARQ feedback timing
Comparing the two options for PDSCH-to-HARQ_feedback timing indication in DCI format 1_0, we think Option 1 provides better scheduling flexibility than Option 2 and hence should be adopted.
[bookmark: _Toc86936150][bookmark: _Toc87003286]Adopt Option 1 for PDSCH-to-HARQ_feedback timing indication in DCI format 1_0. I.e., the K1 value in number of slots is directly indicated by the PDSCH-to-HARQ_feedback timing indicator field value, scaled by 4 and 8 for 480 and 960 kHz SCS respectively.

[bookmark: _Toc87003383]2.1.9	Out of order scheduling
In the last meeting, companies discussed out-of-order scheduling in the context of multiple PDSCH/PUSCH scheduling, and reached the following agreement:
	Agreement:
For two multi-PDSCH (or two multi-PUSCH) scheduling DCIs, UE does not expect any of the scheduled PDSCHs (or PUSCHs) and the scheduling DCI to lead to out-of-order scheduling.
· FFS: whether to allow OOO scheduling for the following two cases:
· for the case of one multi-PDSCH (or multi-PUSCH) scheduling DCI and one single-PDSCH (or single-PUSCH) scheduling DCI, where multi-PDSCH (or multi-PUSCH) scheduling DCI schedules more than one PDSCH (or PUSCH)
· for the case where two multi-PDSCH (or multi-PUSCH) scheduling DCIs end in the same symbol but two multi-PDSCH (or multi-PUSCH) scheduling DCIs have overlapping spans, where the span is defined from the beginning of the first scheduled SLIV till the end of the last scheduled SLIV
· Note: The above FFS aspect applies only to multi-PDSCH and multi-PUSCH scheduling with single DCI



The first bullet of the FFS in the above agreement is to address whether interlaced scheduling is allowed between a multi-PDSCH/PUSCH and a single-PDSCH/PUSCH scheduling.
It has been agreed that one DCI can schedule multiple PDSCHs/PUSCHs with slot level scheduling gaps in between two adjacent PDSCHs/PUSCHs. In our view, scheduling of a single PDSCH/PUSCH in the middle of a multi-PDSCH/PUSCH scheduling can be beneficial. For example, as it is demonstrated in Figure 2 below, a DCI can be detected in a CSS/USS scheduling a single PDSCH (for SI messages, RAR for gNB triggered RA, SPS/CG activation/release, etc.) that falls into a scheduling gap of a multi-PDSCH scheduling. In this scenario, it can also be beneficial to allow the HARQ feedback for the single PDSCH to be transmitted before that for the multiple PDSCHs, to reduce the HARQ feedback latency for the single PDSCH.



[bookmark: _Ref86305363]Figure 2: Out-of-Order scheduling between a multi-PDSCH and a single-PDSCH scheduling
[bookmark: _Toc86936151][bookmark: _Toc87003287]Out-of-Order scheduling is allowed for the case of one multi-PDSCH (or multi-PUSCH) scheduling DCI and one single-PDSCH (or single-PUSCH) scheduling DCI, where multi-PDSCH (or multi-PUSCH) scheduling DCI schedules more than one PDSCH (or PUSCH).

The second bullet of the FFS is about whether Out-of-Order scheduling is allowed for the case where two multi-PDSCH (or multi-PUSCH) scheduling DCIs end in the same symbol but two multi-PDSCH (or multi-PUSCH) scheduling DCIs have overlapping spans in time domain. In general, to simplify the streamlining of PDSCH/PUSCH processing at the UE, it is beneficial to prohibit interlacing of multi-PDSCHs (or multi-PUSCH) on a carrier scheduled by multiple DCIs (either detected on the same or different carriers, in the same or different PDCCH monitoring occasions). That is to say, the UE should not expect to receive (or transmit) a second set of multiple PDSCHs (or PUSCHs) scheduled by a second DCI until the end of a first set of multiple PDSCHs (or PUSCHs) scheduled by a first DCI.
[bookmark: _Toc86936152][bookmark: _Toc87003288]Out-of-Order scheduling is NOT allowed for the case where two multi-PDSCH (or multi-PUSCH) scheduling DCIs end in the same symbol but two multi-PDSCH (or multi-PUSCH) scheduling DCIs have overlapping spans, where the span is defined from the beginning of the first scheduled SLIV till the end of the last scheduled SLIV.


[bookmark: _Ref74260091][bookmark: _Toc87003384]2.2	HARQ feedback aspects
[bookmark: _Toc87003385]2.2.1	Sub-codebook construction when CBG operation is configured
Regarding HARQ-ACK sub-codebook for CBG based transmission and for multi-PDSCH scheduling, the working assumption agreed from the last meeting is that simultaneous configuration of CBG based transmission and multi-PDSCH on carriers in the same PUCCH cell group is NOT supported for Type 2 codebook and when time bundling is not used.
	Working assumption:
UE does not expect to be configured with both of CBG operation and multi-PDSCH scheduling in the same PUCCH cell group with a Type 2 codebook. 
· If time bundling operation is supported, this working assumption can be revisited



This working assumption implies that the UE is not expected to maintain three sub-codebooks (i.e., for TB-based single PDSCH, CBG-based single PDSCH and TB-based multi-PDSCH scheduling) for Type-2 HARQ-ACK codebook, which is beneficial in sense of UE implementation complexity as well as PDCCH and PUCCH link performance.
The aforementioned working assumption is only applicable for Type-2 HARQ-Ack codebook and is conditioned on that time domain bundling is not applied. Currently different degrees of bundling are being discussed for Type-2 HARQ-ACK codebook: extreme bundling, where all PDSCHs scheduled by a DCI are bundled to generated a single HARQ-ACK feedback, and configurable bundling, in which the number of bundling groups for PDSCHs scheduled by a single DCI is configurable. The latter can include the former as a special case.
When bundling with more than one HARQ bundling group is applied to Type-2 HARQ-ACK codebook, HARQ-ACK information bits for single PDSCH and multi-PDSCH scheduling still need to go to different sub-codebooks. Therefore, the situation is the same as the case when time bundling is not applied at all. The aforementioned working assumption should be extended to cover this case. When extreme bundling is applied, the HARQ-ACK information bits corresponding to single PDSCH scheduling and multi-PDSCH scheduling can be associated with the same sub-codebook. Theoretically the aforementioned working assumption is not needed and simultaneous configuration of CBG operation and multi-PDSCH scheduling in the same PUCCH cell group could be supported in the case. However, for sake of simplicity, it will be beneficial that a unified rule is applied to all scenarios. Therefore, we think the aforementioned working assumption should be applied to Type-2 codebook even with time domain bundling in general, regardless of how bundling is configured.
In Rel-15/16, when Type-1 HARQ-ACK codebook is configured, TB-based and CBG-based HARQ-ACK feedbacks are multiplexed in the same codebook. According to the agreement achieved so far, the legacy Type-1 HARQ-ACK codebook generation procedure is re-used for multi-PDSCH scheduling in Rel-17. Theoretically simultaneous configuration of CBG-based transmission and multi-PDSCH in a serving cell can be supported with minimum specification impact. However, from implementation point of view, it is far too complicated to multiplex HARQ-ACK information bits for CBG-based transmission and multi-PDSCH in the same codebook. Furthermore, it is also beneficial to apply the same configuration restriction for both Type-1 and Type-2 HARQ-ACK codebook to avoid fragmentation in the specification.
[bookmark: _Toc86936153][bookmark: _Toc87003289]Confirm the working assumption from RAN1#106bis-e that UE does not expect to be configured with both of CBG operation and multi-PDSCH scheduling in the same PUCCH cell group with a Type-2 codebook. Extend the configuration striction also to Type-1 codebook and clarify that the configuration restriction applies regardless of whether time domain bundling is applied or not.

[bookmark: _Toc87003386]2.2.2	Time domain bundling for semi-static codebook
[bookmark: _Hlk71296366]Time domain bundling for semi-static codebook was discussed in RAN1#106bis-e. Two options were summarized by the FL as below:
· Option 1: Time domain bundling is performed across all PDSCHs scheduled by a DCI and pruning procedure is based on the last SLIV
· Option 2: Time domain bundling is performed across subset of PDSCHs scheduled by a DCI, FFS for pruning procedure
In our understanding, Option 1 merges the HARQ-ACK bits for all PDSCHs scheduled by the same DCI into one single HARQ-ACK bit, which corresponds to the logical AND of the decoding results for the PDSCHs. With this bundling mechanism, multiple PDSCHs scheduled by a DCI should only generate one HARQ-ACK bit (or two bits, if dual TB transmission is used), and the semi-static HARQ-ACK codebook generation mechanism as defined in Rel-16 can be directly reused. Such time domain HARQ-ACK bundling mechanism for semi-static codebook can greatly reduce the HARQ-ACK codebook size, improve PUCCH link performance/coverage, and reduce UE power consumption. Moreover, the semi-static HARQ-ACK codebook generation procedure can be very much simplified.
Furthermore, in our view, this time domain bundling for semi-static codebook can be RRC configurable, so that the HARQ-ACK codebook generation can adapt to different application scenarios. In case time domain bundling is not activated, the semi-static codebook generation scheme as agreed at RAN1#106-e should apply.
Option 2 proposes to split PDSCHs scheduled by a single DCI into multiple bundling groups. For PDSCHs from each bundling group a single HARQ-ACK feedback is generated, corresponding to the logical AND of the decoding results for the PDSCHs. Even though it is claimed by the proponent companies that Option 2 can achieve better flexibility to adapt to different radio condition, it is debatable whether such flexibility is really needed in reality for the semi-static codebook.
Configurable time domain bundling for semi-static HARQ-ACK codebook, i.e., Option 2, is technically much more complicated compared to the simple time bundling solutions such as Option 1. A number of technical challenges and ambiguities need to be resolved. Moreover, from the relevant contribution papers and the discussion summary from the last meeting, it can be observed that the detailed solutions for Option 2 from the proponent companies diverge significantly from each other. Considering the technical complexity of Option 2 and the limited working time left to complete the work item, we don’t think RAN1 should continue to discuss this option.
[bookmark: _Toc86936154][bookmark: _Toc87003290]Support Option 1 for time domain bundling for Type-1 HARQ-ACK codebook. I.e., time domain bundling is performed across all PDSCHs scheduled by a DCI. The time domain bundling is RRC configurable.

[bookmark: _Toc87003387]2.2.3	Dynamic codebook enhancement
2.2.3.1	Time domain HARQ-ACK bundling for dynamic codebook
In RAN1#106bis-e, a number of options for time domain bundling for Type-2 HARQ-ACK codebook were summarized by the FL as below.
Option 1: Time domain bundling is performed across all PDSCHs scheduled by a DCI and corresponding HARQ-ACK bit belongs to the first sub-codebook
Option 2: Time domain bundling is performed across subset of PDSCHs scheduled by a DCI, FFS for how to determine the subset of scheduled PDSCHs
· Option 2-1: Configure the number of bundling groups
· Option 2-2: Configure the number of (valid?) PDSCHs per bundling group
· Option 2-3: Configure the time duration of bundling group
In the discussion during the last meeting Option 2 got widely support, mainly for two reasons: (1) Option 2 provides better flexibility to adapt to channel condition; (2) Option 1 can be considered as a special case of Option 2 with single bundling group. In this discussion we focus on different variant solutions of Option 2, which differ from each other on how to split PDSCHs scheduled by a single DCI into configurable number of time bundling groups.
Option 2-1 aims to split PDSCHs scheduled by a single DCI into the configured number of bundling groups (NHBG) as evenly as possible. The maximum number of PDSCHs allocated to each bundling group is ceil(NPDSCH,MAX/NHBG) where NPDSCH,MAX is the maximum number of scheduled PDSCHs. Then the actually scheduled PDSCHs (NPDSCH) are allocated to the bundling groups by filling up the groups in order of increasing group number. Based on the actual number of scheduled PDSCHs, there are a few cases to consider. 
Assuming NACK = binary 0 and ACK = binary 1 and that the bundling operation is performed by a logical AND operation,
Case 1: NHBG <= NPDSCH <= NPDSCH,MAX, i.e., at least 1 PDSCH is allocated to each bundling group. In this case each HARQ bundling group generates one HARQ-ACK for the PDSCHs in the group.
Case 2: NPDSCH <= NHBG, i.e., some of the bundling groups are completely "empty" with no PDSCHs allocated. For this case, a simple approach could be to set the bundled HARQ-ACK bit for this bundling to NACK (binary 0). This is analogous to the case of operation without bundling where the padding bits are set to NACK.

Option 2-2 configures the number of PDSCHs per bundling group. In our understanding, this implies that the number of bundling groups for a multiple scheduling DCI is dependent on the actual number of PDSCHs scheduled by the DCI. As such, in case some DCIs are mis-detected by the UE, it is not clear to us how to correctly construct the Type-2 HARQ-ACK codebook without knowing how many PDSCHs were scheduled  by the mis-detected DCIs.
Option 2-3 configures the time duration of bundling group. Obviously, it suffers from the same robustness problem as Option 2-2 in case of DCI mis-detection due to the fact that the number of bundling groups for a multiple scheduling DCI is not fixed.
Therefore, we think Option 2-1 should be adopted.
[bookmark: _Toc86936155][bookmark: _Toc87003291]Support Option 2-1 for time domain bundling for Type-2 HARQ-ACK codebook. I.e., with configurable number of bundling groups.

Another open issue for time domain bundling for Type-2 HARQ-ACK codebook is about how to handle invalid PDSCHs (e.g., due to collision with UL symbols) in a multi-PDSCH scheduling. It was agreed in the last meeting that UE should report NACK in Type-2 HARQ-ACK codebook.
	Agreement:
For a PDSCH that is scheduled by multi-PDSCH scheduling DCI and is skipped due to collision with semi-static UL symbol(s),
· For Type-1 HARQ-ACK codebook generation, the PDSCH is not considered and the HARQ-ACK bit corresponding to the PDSCH is not reported by UE.
· Note: Rel-16 procedure can be reused to handle this case.
· For Type-2 HARQ-ACK codebook generation, UE reports NACK for the PDSCH.
· FFS on HARQ-ACK bit ordering
· Note: Codebook generation in case time domain bundling is enabled can be separately discussed if time domain bundling is supported



However, when time domain bundling is applied, and when an invalid PDSCH is allocated in a bundling group together with some other valid PDSCH(s), generating NACK for the invalid PDSCH will lead to always NACK generated for the entire bundling group, which is not an appropriate behavior. Therefore, the above agreement on invalid PDSCHs for Type-2 HARQ-ACK codebook should be limited to the non-time bundling case. When time bundling is applied, the corresponding positions for invalid PDSCHs should be set to ACK prior to bundling.
[bookmark: _Toc86936156][bookmark: _Toc87003292]When time domain bundling is applied to Type-2 HARQ-ACK codebook, ACK should be reported for invalid PDSCHs (due to collision with UL symbols) in the codebook prior to bundling.

2.2.3.2	Performance improvement on HARQ-ACK codebook with padding bits
When UE is configured to receive multiple PDSCHs scheduled by a single DCI in a serving cell, the UE should generate NA/N HARQ-ACK bits for each DAI value for the multi-PDSCH sub-codebook, where NA/N depends on NPDSCH,MAX which is the configured maximum number of PDSCHs that can be scheduled by a single DCI, assuming time domain bundling is not used. In the case of carrier aggregation, NPDSCH,MAX is set to the maximum configured number of PDSCHs among all component carriers in the same PUCCH cell group on which multi-PDSCH scheduling is configured. When the number of scheduled PDSCHs by a particular DCI is smaller than NPDSCH,MAX, the unused HARQ-ACK bits in the multi-PDSCH sub-codebook should be filled up with NACK (binary bit 0).
It is worth to mention that, when time domain bundling is applied to Type-2 HARQ-ACK codebook, NACK padding can still be required according to the discussion in section 2.2.3.1.
In this section of discussion, we will analyse the impact of the NACK padding on PUCCH link performance, taking UCI channel coding into account. According to the current specs, PUCCH with UCI size between 3 and 11 bits should be encoded with RM code, PUCCH with UCI size between 12 and 22 bits (including CRC bits) should be encoded with PC (Parity-Check) Polar code and PUCCH with UCI size larger than 22 bits should be encoded with CA (CRC-Aid) Polar code. The PUCCH link analysis in this discussion covers RM code and CA-Polar code cases for the case of 120 kHz SCS using PUCCH format 3 (1 RB, 4 OFDM symbols). 
In the simulation it is assumed that gNB has full knowledge about NACK padding in the HARQ-ACK codebook and hence it can utilize such information to assist UCI decoding.

NACK padding impact on PUCCH link performance with RM coding
To evaluate the impact of NACK padding on PUCCH link performance with RM coding, the following PUCCH cases are simulated in AWGN and TDL-A:
· Case 1: PUCCH with UCI size Ninfo = 4, no padding bits
· Case 2: PUCCH with UCI size Ninfo = 8, no padding bits
· Case 3: PUCCH with UCI size Ninfo = 8, padding bits = [1 2 3 4]
· Case 4: PUCCH with UCI size Ninfo = 8, padding bits = [5 6 7 8]
HARQ-ACK error rate (the probability of not detecting an ACK when an ACK was sent) is evaluated in the simulation and the result are presented in Figure 3.
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[bookmark: _Ref83111986]Figure 4: PUCCH ACK error rate, RM coding

As it can be seen from simulation results, NACK padding doesn’t deteriorate the PUCCH link performance when RM code is used. UCI of size 8 bits with 4 padding bits (Case 3 and 4) can achieve the same link performance as UCI of size 4 bits (Case 1); hence coverage is not affected with the padding bits. This can be explained by the fact that the gNB utilizes the knowledge of padding bits in the HARQ-ACK codebook to reduce the codeword space in UCI decoding.

NACK padding impact on PUCCH link performance with CA-Polar coding
To evaluate the impact of NACK padding on PUCCH link performance with CA-Polar coding, the following PUCCH cases are simulated in AWGN and TDL-A channels:
· Case 1: PUCCH with UCI size Ninfo = 24, no padding bits
· Case 2: PUCCH with UCI size Ninfo = 32, no padding bits
· Case 3: PUCCH with UCI size Ninfo = 32, padding bits = [1 2 3 4 5 6 7 8]
· Case 4: PUCCH with UCI size Ninfo = 32, padding bits = [17 18 19 20 21 22 23 24]
HARQ-ACK UCI block error rate (BLER) is evaluated in the simulation and the result are presented in Figure 4.
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[bookmark: _Ref83116489]Figure 5: PUCCH link performance, CA-Polar coding
The above simulation results confirm the assumption that gNB can utilize the knowledge of padding bits in the HARQ-ACK codebook to improve UCI decoding performance. For example, in the AWGN case, the performance for Case 3 and Case 4 at 1% BLER is roughly 0.7 and 0.3 dB better than Case 2, respectively.
However, the simulation results also reveal that there is still a residual link performance degradation for UCI of size 32 bits with 8 padding bits compared to UCI of size 24 bits (Case 1), and the residual degradation is dependent on the padding bit positions in the HARQ-ACK codebook. As an example, in AWGN, the residual degradation for Case 3 and Case 4 at 1% BLER is 0.5 and 1 dB, respectively. The dependence on the padding bit positions is mainly due to the bit sequence selection in Polar coding as explained in the following.
First of all, in a Polar sequence, the reliability of the Polar bits increases with the bit indices in general, as shown in Figure 5. In other words, the Polar bits with lower index values very likely have lower reliability values than the ones with higher index values.


[bookmark: _Ref83122815]Figure 6: Reliability of Polar Sequence
According to the Polar coding procedure defined in the current specs, for encoding of a UCI message of K bits (including the CRC bits), the K Polar bits with the highest reliability values are chosen as non-frozen bit, on which the UCI bits are mapped, and the remaining Polar bits are frozen bits. It is worth to highlight that the mapping from UCI bits to non-frozen Polar bits is done sequentially. Hence, the bits in the beginning of the UCI message are mapped to less reliable Polar channels while the bits at the end of the UCI message are mapped to more reliable Polar channels, in general.
Therefore, for HARQ-ACK codebook with NACK padding, it is preferable to map the padding bits to the less reliable Polar bits (i.e., Polar bits with lower reliability value) so as to improve the decoding performance at the receiver (gNB). The benefit of doing so is demonstrated by the blue curve in Figure 4 which shows a gain compared to the magenta curve. To achieve this, the bit ordering of the HARQ-ACK codebook can be optimized by taking Polar sequence reliability into account.
[bookmark: _Toc86936139][bookmark: _Toc87003274]For dynamic HARQ-ACK codebook with NACK padding, the positions of the padding bits have impact on the UCI decoding performance. It is preferable to map the padding bits to the less reliable Polar bits (i.e., Polar bits with lower reliability value) so as to improve the decoding performance at the receiver.

Looking at the chart for reliability of Polar sequence in Figure 5, it would seem natural to collect all padding bits and put them at the very beginning of the HARQ-ACK codebook, so that they are mapped to the least reliable non-frozen bits, leaving the more reliable bits for unknown UCI bits. However, this is not always possible in reality. Imagine such a case that a UE need to construct HARQ-ACK codebook for 4 consecutive PDSCH scheduling each can schedule from 1 to 8 PDSCHs. The total HARQ-ACK codebook size is 4*8=32 bits, including a certain number of padding bits. In case some of the DCIs are mis-detected, there is no way for the UE to know how many PDSCHs are scheduled by those DCIs and how many padding bits should be added in the HARQ-ACK codebook accordingly. The simple solution of putting all padding bits at the beginning of the HARQ-ACK codebook doesn’t work out in this case. Therefore, there is a need to introduce a bit sequence manipulation scheme that is not dependent on the actual number of PDSCHs scheduled by a DCI but still able to relocate padding bits near the beginning of a HARQ-ACK codebook, for example using a simple block interleaver followed by a bit reversal step. The number of rows of the block interleaver is given by the counter DAI value in the last multi-PDSCH scheduling DCI. The number of columns is given by the product of the maximum number of PDSCHs that can be scheduled by a single DCI, NPDSCH,MAX, and the maximum number of HARQ-ACK bits per PDSCH NA/N,MAX (1 or 2 depending on number of configured TBs).
Figure 7 gives an example in which it is assumed that the HARQ feedback for PDSCHs scheduled by 4 multi-PSDCH schedulings are to be transmitted on the same PUCCH. NMAX,PDSCH is 8 and NMAX,A/N is 1. Hence the block interleaver has 4 rows and 8 columns The actual number of PDSCHs scheduled by the 1st, 2nd, 3rd, and 4th DCIs is 6, 4, 5, and 3, respectively. Hence 6, 4, 5, and 3 HARQ-ACK bits and 2, 4, 3, and 5 padding bits (NACK) are generated for the 4 multi-PDSCH scheduling, respectively. After the bit-wise interleaving-reversing steps, one can see that the padding bits are very much collected at the beginning of the HARQ-ACK codebook and hence the HARQ-ACK codebook is more suitable for Polar coding.


[bookmark: _Ref86323197]Figure 7: Example for dynamic HARQ-ACK codebook for multi-PDSCH scheduling with bit ordering optimized for Polar coding. The rectangular interleaver has 4 rows and 8 columns.
Based on the above analysis, we propose:
[bookmark: _Toc86936157][bookmark: _Toc87003293]Introduce a bit sequence manipulation scheme that is not dependent on the actual number of PDSCHs scheduled by a DCI but still able to relocate padding bits to the beginning of a HARQ-ACK codebook, e.g., based on block interleaver + bit reversal, so that the HARQ-ACK codebook is better suited for Polar coding.

[bookmark: _Toc87003388]2.2.4	HARQ feedback in multiple PUCCHs 
At RAN#104-e, it was agreed that in multiple PDSCH scheduling, HARQ-ACK information corresponding to PDSCHs scheduled by a single DCI is multiplexed with a single PUCCH in a slot that is determined based on K1. It was further identified as FFS to discuss whether or not HARQ-ACK information corresponding to different PDSCHs scheduled by the DCI can be carried by different PUCCH occasions.
The main argument to support this optimization option is to improve HARQ-ACK feedback latency. However, the technical complexity of supporting HARQ feedback over multiple PUCCH occasions for PDSCHs scheduled by a single DCI is not trivial. Supporting HARQ feedback over multiple PUCCH occasions for PDSCH scheduled by a single DCI implies that a mechanism would be needed to indicate which PUCCH occasions should be used for each scheduled PDSCH.
One possible approach could be to indicate multiple PUCCH occasions in the scheduling DCI (i.e., via multiple K1 values). In addition, it would be needed to specify which PDSCHs are associated with which PUCCH opportunities. 
Another possible approach could be to indicate in the scheduling DCI a single PUCCH occasion (i.e., single K1 value), as in the legacy DL DCI format. The indicated K1 value is only applicable to the PDSCHs that can be processed in time. For the PDSCHs that do not fulfil the processing latency requirement, the K1 value can be interpreted as non-numeric value (NNK1) and the corresponding HARQ feedback is supposed to be scheduled by a subsequent DCI.
For either approach mentioned above, it seems necessary to redefine C-DAI/T-DAI to count PDSCHs instead of DCIs, so that the HARQ-ACK codebook can be constructed properly. Moreover, for the first approach, multiple DAI values might need to be indicated in the scheduling DCI, one corresponding to each PUCCH occasion. While for the second approach, it needs to be specified whether the C-DAI/T-DAI counts all the scheduled PDSCHs by the DCI, or only counts the PDSCHs for which HARQ feedback is to be reported in the indicated PUCCH.
There could be many other possible approaches to support multiple HARQ feedback opportunities for multiple PDSCH scheduling. However, it can be foreseen that such technical solutions can be very complicated for both standardization and implementation.
[bookmark: _Hlk64987762]In our view, multi-PDSCH scheduling mainly targets bulk data transmission in eMBB use cases. Further optimization of HARQ feedback latency is not a top-priority requirement. On the other hand, with short slot duration with 480 or 960 kHz SCS, the HARQ-ACK feedback delay is already very short even in multi-PDSCH scheduling. In use cases with stringent HARQ feedback delay requirement, legacy single-slot PDSCH scheduling can always be used.
[bookmark: _Toc86936158][bookmark: _Toc87003294]Do not support HARQ-ACK information corresponding to different PDSCHs scheduled by the DCI to be carried by different PUCCH occasions.


[bookmark: _Toc86936140][bookmark: _Toc86936159][bookmark: _Toc86936160][bookmark: _Toc87003389]Conclusion
In this paper we made the following observations: 
Observation 1	The HARQ process ID fields in various DCI formats need to be extended to support 32 HARQ processes. The bit field extension can be handled by the on-going work in the Rel-17 NTN WI.
Observation 2	For dynamic HARQ-ACK codebook with NACK padding, the positions of the padding bits have impact on the UCI decoding performance. It is preferable to map the padding bits to the less reliable Polar bits (i.e., Polar bits with lower reliability value) so as to improve the decoding performance at the receiver.

In this paper we made the following proposals:
Proposal 1	Monitor the progress on feedback-disabled HARQ process and its impact on Type-1 and Type-2 HARQ-ACK codebook construction in the Rel-17 NTN WI to capture any potential conflicts with HARQ-ACK codebook enhancement for multi-PDSCH scheduling in the Rel-17 60GHz WI.
Proposal 2	Do not introduce constraints on maximum value of the gap between two consecutively scheduled PDSCHs/PUSCHs or maximum value of the gap between the first and the last scheduled PDSCH/PUSCH other than that inherently provided by the range of K0/K2 value.
Proposal 3	If the UE is configured with a TDRA table in which one or more rows contains multiple SLIVs, the UE is not expected to be configured with legacy single TRP PDSCH/PUSCH repetition. Legacy single-TRP repetition refers to either Rel-15 repetition through configuration of pdsch-AggregationFactor / pusch-AggregationFactor, or Rel-16 repetition through configuration of repetitionNumber / numberOfRepetitions within the TDRA table.
Proposal 4	Introduce new RBG configuration for PDSCH/PUSCH frequency resource allocation Type 0 to reduce FDRA granularity and DCI size.
Proposal 5	Support configurable Resource Allocation Granularity (P) up to 32 for DCI Format 0_1 and 1_1 with PUSCH/PDSCH frequency resource allocation Type 1 to reduce FDRA granularity and DCI size.
Proposal 6	For 480/960 kHz SCS, for a DCI that can schedule single and/or multiple PUSCHs, configuration of CBG-based (re)-transmission is not supported, and thus the CBGTI fields is not present.
Proposal 7	For a DCI that can schedule single and/or multiple PDSCHs, configuration of CBG-based (re)-transmission is not supported, and thus the CBGTI and CBGFI fields are not present
Proposal 8	Support intra-slot frequency hopping for multi-PUSCH in Rel-17.
Proposal 9	Do not introduce a constrain on the maximum number of PDSCHs that can be scheduled by a DCI when 2 TB is enabled or when 2 TB is scheduled.
Proposal 10	Adopt Option 1 for PDSCH-to-HARQ_feedback timing indication in DCI format 1_0. I.e., the K1 value in number of slots is directly indicated by the PDSCH-to-HARQ_feedback timing indicator field value, scaled by 4 and 8 for 480 and 960 kHz SCS respectively.
Proposal 11	Out-of-Order scheduling is allowed for the case of one multi-PDSCH (or multi-PUSCH) scheduling DCI and one single-PDSCH (or single-PUSCH) scheduling DCI, where multi-PDSCH (or multi-PUSCH) scheduling DCI schedules more than one PDSCH (or PUSCH).
Proposal 12	Out-of-Order scheduling is NOT allowed for the case where two multi-PDSCH (or multi-PUSCH) scheduling DCIs end in the same symbol but two multi-PDSCH (or multi-PUSCH) scheduling DCIs have overlapping spans, where the span is defined from the beginning of the first scheduled SLIV till the end of the last scheduled SLIV.
Proposal 13	Confirm the working assumption from RAN1#106bis-e that UE does not expect to be configured with both of CBG operation and multi-PDSCH scheduling in the same PUCCH cell group with a Type-2 codebook. Extend the configuration striction also to Type-1 codebook and clarify that the configuration restriction applies regardless of whether time domain bundling is applied or not.
Proposal 14	Support Option 1 for time domain bundling for Type-1 HARQ-ACK codebook. I.e., time domain bundling is performed across all PDSCHs scheduled by a DCI. The time domain bundling is RRC configurable.
Proposal 15	Support Option 2-1 for time domain bundling for Type-2 HARQ-ACK codebook. I.e., with configurable number of bundling groups.
Proposal 16	When time domain bundling is applied to Type-2 HARQ-ACK codebook, ACK should be reported for invalid PDSCHs (due to collision with UL symbols) in the codebook prior to bundling.
Proposal 17	Introduce a bit sequence manipulation scheme that is not dependent on the actual number of PDSCHs scheduled by a DCI but still able to relocate padding bits to the beginning of a HARQ-ACK codebook, e.g., based on block interleaver + bit reversal, so that the HARQ-ACK codebook is better suited for Polar coding.
Proposal 18	Do not support HARQ-ACK information corresponding to different PDSCHs scheduled by the DCI to be carried by different PUCCH occasions.
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Polar bit sequence (W(Qi64))
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