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Introduction
[bookmark: _Ref481671177]At the RAN#92 meeting, a new Work Item was approved for IoT Non Terrestrial Network (NTN) [1]. This TDoc addresses aspects of Time and frequency synchronization Enhancements in IoT NTN.

GNSS position measurements
The validity of GNSS measurements for UL synchronization is under discussion in IoT NTN Work Item in Section 2 in FL summary in [3].
RAN1#106-e Agreement made the following agreement on GNSS measurements:
Agreement:
For sporadic short transmission, UE in RRC_CONNECTED should go back to idle mode and re-acquire a GNSS position fix if GNSS becomes outdated.

For Rel-17 IoT NTN, it is sufficient if GNSS becomes outdated, UE in RRC_CONNECTED declares RLF and move to RRC_IDLE as recommended by Moderator. It was also discussed that UE reports GNSS position fix validity duration, which was not agreed because the need was not clear. It is anyway up to the UE to determine the validity of its GNSS position fix. The UE may also sends Rel-16 MAC CE Release Assistance Indication to request network to move into RRC_IDLE before GNSS becomes outdated. Some analysis on impact of GNSS position error to TA error and Frequency error are shown in the Appendix. Further optimization is not needed for a basic working system. There is no time for further GNSS operation optimization, which could be considered in Release 18 as discussed in RAN Plenary [4]. 
Observation 1: In legacy RLF procedure, when timer T310 starts counting for RLF recovery in serving cell the UE is in RRC_CONNECTED and can monitor (N)PDCCH to receive data on (N)PDSCH or transmit data on (N)PUSCH, and can transmit HARQ feedback.
Proposal 1: RAN1 send LS to RAN2 to specify mechanism where 
· if GNSS position fix becomes outdated, UE in RRC_CONNECTED declares RLF and move to RRC_IDLE
· Before GNSS position fix becomes outdated, UE in RRC_CONNECTED sends Rel-16 MAC CE Release Assistance Indication to request network to move into RRC_IDLE.

Long UL Transmission on PUSH and PRACH
The long PUSCH and long RACH transmission were discussed in IoT NTN Work Item in Section 4 in FL summary in [3].

Long UL Transmission on PUSCH:
New gaps are only needed for LEO and MEO because max Total Delay drift is 4*24 us/s and 4*7.5 us/s respectively (for GEO it is 4*0.93 us). The CP[%] > 100% for UL transmission segment > 32 ms (loss of orthogonality). Some analysis for impact of delay drift on CP-OFDM puncturing is shown in Table 1. For all UL transmission segments up to 256 ms, the CP[%] is <= ~20 % for GEO

	UL segment length
	2 ms
	4 ms 
	8 ms
	16 ms
	32 ms
	64 ms
	128 ms
	256 ms

	Delay drift
	0.2 us
	0.4 us
	0.8 us
	1.6 us
	3.2 us
	6.4 us
	12.8 us
	25.6 us

	CP[%] - LEO
	4.2%
	8.5 %
	17.1 %
	34.2 %
	68.3%
	136.7%
	273.5%
	547.0%

	CP[%] - GEO
	0.16%
	0.33 %
	0.66 %
	1.3 %
	2.6%
	5.3%
	10.5%
	21.2%


Table 1: Impact of delay drift on CP-OFDM puncturing

Some UE implementation may require a gap between segments to apply the UE pre-compensation if TA pre-compensation value changes from large to small – TA2 < TA1 and avoid segment overlap if TA pre-compensation value changes from small to large – TA2 > TA1
· Option 1: 1st  OFDM symbol in first slot of UL transmission segment can be punctured with no significant loss because for segment >= 16 ms (broken CP)
· Option 2: 1 ms gap
In legacy cellular, the UE pre-compensation is only applied for the first repetition in the long UL transmission. A typical UE implementation would implement optimized Hardware / Software partitioning of IoT module operations to reduce cost, power consumption, and so on. A 1 ms gap or Resource-level gap would allow a less complex implementation with a reasonable compromise for eNB scheduling restrictions.
An eNB can schedule UL transmission segments for NPUSCH with duration based on elevation angle
· At high elevation angles, the delay drift rate is smaller and eNB can schedule longer segments. 
· At low elevation angles, the delay drift rate is larger and eNB can schedule shorter segments. 
UL transmission segments with duration less than 32 ms can be scheduled without need to apply UE pre-compensation of TA at any elevation for LEO. If UE cannot apply pre-compensation of TA if no gap between segments, eNB can schedule shorter segments (i.e. smaller TBS with smaller number of RUs/repetitions) where delay drift is within the transmit timing error or Cyclic Prefix duration.
For example as shown in Table 2, at elevations between 60 degrees, an UL transmission segment of 64 ms has a  delay drift of around 2.9 us (=4*11.6 us/4). The UE can schedule a TBS of at least 680 bits with SNR consistent with – 8 dB. At 30 degree elevation, the TBS can be at least 256 bit.

	Elevation
	30 degrees
	60 degrees
	75 degrees
	90 degrees

	UL transmission duration
	32 ms
	64 ms
	128 ms
	256 ms

	Min TBS (SNR < -8 dB)
	256 bits
	680 bits
	1352 bits
	2280 bits



Table 2: Min TBS at SNR << -8 dB and segment length for various elevation angles in LEO Set-4 (TR 36.763)



[image: ]















Figure 2: Delay drift rate versus elevation angle for LEO Set-4 (TR 36.763)
. 

Based on the above analysis we make the following proposals:

Observation 2: The new gap avoids issue of overlapping of UL transmission segments and allows less complex UE implementation to apply UE pre-compensation for UL synchronization. eNB schedule gaps between UL transmission segments for UL transmission based on UE capability. Before the UE capability is reported by UE, eNB schedules gaps between UL transmission segments for the UE. 

Proposal 2: UE capability for LEO, to support updating time and frequency pre-compensation between segments during UL repetition of NPUSCH for NB-IoT and PUSCH/PUCCH for eMTC
· with a gap of one 1 ms duration between segments with duration less than 256 ms
· without a gap between segments

Proposal 3: For LEO, eNB may schedule a gap of 1 ms between UL transmission segments based on UE capability to support UE-pre-compensation between UL transmission segments with a gap

Observation 3: The delay drift and Doppler shift are much smaller in GEO and MEO. UE does not need to update time and frequency pre-compensation between segments during UL repetition of PUSCH/PUCCH for eMTC and NPUSCH for NB-IoT

Proposal 4: For GEO and MEO, UL transmission segments of PUSCH/PUCCH for eMTC and NPUSCH for NB-IoT are not configured by the network. 


Long UL Transmission on PRACH:
For long transmission of (N)PRACH, we make the following observation and proposal:

Observation 4: The delay drift within maximum UL transmission segment of NPRACH l is smaller than NPRACH Cyclic Prefix. The Doppler shift is within the transmit frequency error of +/-0.1 ppm.  New gaps are not needed for NPRACH. For GSO and NGSO, UE may not update time and frequency pre-compensation between segments during UL repetition of PRACH/NPRACH for eMTC/NB-IoT. The legacy UL compensation gap of 40 ms to re-sync on DL can be used to apply UE pre-compensation for UL synchronization.

Proposal 5: For GEO and MEO, UL transmission segments of NPRACH/PRACH for eMTC and NB-IoT are not configured by the network.


DL Synchronization enhancements for LEO
In Rel-17 IoT NTN Work Item [1], there is objective
· DL synchronization enhancements: A single solution will be selected between: new channel raster, (part of) ARFCN-indication-in-MIB.

The maximum Doppler shift budget for 2.17GHz assuming 100 kHz channel raster of 100 kHz is as follows:
· ±50KHz: Half Tone raster for Initial Cell Search for NB-IoT
· ±10 ppm, ± 20 ppm: typical free running oscillator accuracy
· ± 1 ppm: margin. e.g.. to account for overlapping coverage at beam edge. 
· Doppler budget: ±50Khz - ±11ppm (or ±20 ppm) *2.17GHz = ± 26.13 kHz (or 6.6 kHz)

The maximum Doppler shift at nadir is shown in Table 3 for various beam diameter sizes. The Doppler shift budget is exceeded for beam diameter in the order of 1000 km or above. 


	Beam diameter size @Nadir point
	93km  
	234km  
	1000km
	2000km

	3dB Beam-width in degrees 
	8.86
	22.03
	77.7
	111.5

	Elevation angle at beam edge
	85.15
	77.93
	46.63
	25.26

	Max  Differential Doppler shift @fc=2.17 GHz
	+/-4.22KHz
	+/-10.44KHz
	+/-34.32KHz
	+/-45.19KHz


Table 3: Max Doppler shift @ 2 GHz

It was agreed in Rel-17 IoT NTN WID to down-select solutions for DL synchronization. We discuss the solutions below:

New Channel Raster for LEO: 
This solution is only considered for LEO. It is not needed for GEO or MEO since Doppler is only +/-0.93 ppm and +/-7.5 ppm respectively and Cell Search algorithms should synchronize on correct raster. 

For the new channel raster = 200 kHz for LEO as illustrated in Figure 3, specification is a RAN4 discussion. Grid with new channel raster 200 kHz should align with NB-IoT carrier / Ncell deployment on satellite band. With channel raster 200 kHz, UE always synchronize to correct raster.  

The does not know the value and direction of change of feeder link delay drift (before reading common TA parameters on SIB). UE corrects / tracks feeder link delay spread contribution to Sampling Frequency Offset (SFO). Some analysis to show impact of feeder link delay drift on SFO was shown in [5]. When UE first access cell, it does not know if cell is cellular or NTN GEO or LEO. Earliest this can be known is NTN SIB with NTN SIB or NTN fields in legacy SIBs. 
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Figure 3: Illustration of channel raster with 100 kHz and 200 kHz grid and 3*200 kHz allocation


(Part-of) ARFCN indication on MIB for LEO:
This solution is only considered for LEO. It is not needed for GEO or MEO since Doppler is only +/-0.93 ppm and +/-7.5 ppm respectively and Cell Search algorithms should synchronize on correct raster.

For (part of)ARFCN indication in MIB, issue of SFO due to UE synchronizing to wrong raster with multiple hypothesis testing for demodulation of (N-)PBCH. UE synchronizes to (N)PSS/(N)SSS using 100 kHz channel raster and decode the MIB on PBCH. MIB has 2 spare LSBs for ARFCN index to resolve ambiguity for the correct raster in LEO as shown in blue text below. Absolute ARFCN is needed for UL ARFCN and needed for UE sampling rate determination. With 100 kHz raster, UE is always synchronized on DL after SFO has been corrected. UE knows from the specs the possible absolute ARFCN, but don’t know which absolute ARFCN it is if it synchronized to the wrong raster due to Satellite Doppler shift. RAN4 will specify S band. The maximum available spectrum in S band is 30 MHz. With 100 channel raster, 9 bits will be needed to indicate all the possible ARFCNs – i.e. 30 MHz/100 kHz=300 = 9 bits. The ARFCN index with 2 spare LSBs allows to save 7 bits for S band.
· ARFCN 2 GHz + 0 kHz                        000000000
· ARFCN 2 GHz + 100 kHz                    000000001
· ARFCN 2 GHz + 200 kHz                    000000010
· ARFCN 2 GHz + 300 kHz                    000000011
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Figure 4: Illustration of channel raster with 100 kHz and 3*200 kHz allocation



Between synchronization on NPSSS/NSSS and PBCH/MIB CRC check, if UE synchronized to the wrong raster it will assume a wrong DL carrier to derive the Sampling Frequency Offset (SFO) for its sampling rate. The SFO is  +/-100 kHz/2 GHz = +/-50 ppm at carrier frequency Fc= 2GHz. 

In NB-IoT, a PBCH sub-block is repeated 8 times in 8 consecutive radio frames and 8 sub-blocks are scheduled over 640 ms. SFO may give timing drift over NPBCH window of 640 ms of 32 us (=640 ms * 50 ppm) > CP duration of 4.67 us. Timing drift can be larger if delay spread (~400 ns) and feeder link delay drift (~640 ms * 25 ppm = 16 us) are included.  With 10 ppm, the SFO leads to timing drift of 640 ms * 10 ppm = 6.6 us.   

UE does not know the SFO assumption if synchronized to wrong raster before reading MIB. As shown in Figure 5, with no DL synchronization algorithm fix there can be 
· ~5 dB loss with SFO=+/-10 ppm
· Total PBCH failure if SFO=+/-50 ppm 
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Figure 5: Impact of Sampling Frequency Offset (SFO) on NPBCH detection with 640 ms window.

UE does not know the delay drift over the feeder link and whether the delay drift for the feeder link increases or decreases over 640 ms (before reading common TA parameters on SIB). MIB CRC checking is used to avoid spurious synchronization peaks at low SNR, with several trial-and-error attempts needed before synchronization may be achieved 
To avoid loss in performance in LEO, UE makes 3 hypothesis for channel raster per synchronization attempt – i.e. 
· Channel raster determined by the synchronization, the channel raster below and the channel above
· For each raster hypothesis, UE attempts to correct the impact of the feeder link delay spread on SFO


Observation 5: DL synchronization enhancements are not needed for GEO or MEO since Doppler is only +/-0.93 ppm and +/-7.5 ppm respectively and Cell Search receiver algorithms should synchronize on correct raster.

Observation 6: New channel raster of 200 kHz has minimum impact on complexity in device to support DL synchronization in LEO. Spectrum waste can be avoided by alignment of 3GPP raster grid and spectrum allocation by regulator. Perfect alignment may not be possible in case of allocation of small spectrum chunks.

Proposal 6: DL synchronization enhancements with new channel raster or (Part-of) ARFCN indication on MIB are not specified for GEO and MEO.

Proposal 7: In RAN1#107-e, further discuss and select one solution for DL synchronization enhancements for LEO. 
· New channel raster 200 kHz with less flexibility for spectrum deployment 
· (Part-of) ARFCH indication on MIB impact on complexity with re-use of 100 kHz channel raster and up to 3 channel raster hypothesis for NPBCH detection


Synchronization aspects common to IoT NTN and NR NTN

RAN1#106bise made agreement in NR NTN on 

Agreement:
Confirm the working assumption:
Common TA may include parameter(s) indicating timing drift.
· The UE will apply common TA according to the parameters provided by the network (if any). No offset between the common TA according to the parameters provided by the network and the actual feeder link RTT is considered when defining UE UL timing error requirements.
 
Agreement:
Common TA Epoch time is implicitly known as a reference time defined by the starting time of a DL slot and/or frame.
· FFS: Whether this starting time is given by predefined rule or it is indicated by the Network
· Note: “implicitly known” means that UTC is not provided to define the Common TA epoch time.

Agreement:
In NTN, the Network may optionally indicate one or more of the following parameters:
· Common TA , Common TA drift rate and Common TA drift rate variation.
· FFS: Common TA third order derivative.
· FFS: Details of combination of Common TA parameters
Agreement:
· The granularity of Common TA is set to be 
·  μ is the highest allowed numerology supported for data, for the given Frequency Range

Conclusion:
Do not define a TA margin.

Working assumption:
· Support serving satellite ephemeris format bit allocations for LEO/MEO/GEO based non-terrestrial access network.:
· Position and velocity state vector ephemeris format [17 bytes payload]. 
· The field size for position [m]  is [78 bits]
· Position range is driven by GEO : +/- 42 200 km
· The quantization step is [1.3m] for position
· The field size for velocity [m/s] is [54 bits]
· Velocity range is driven by LEO@600 km: +/- 8000 m/s
· The quantization step is [0.06 m/s] for Velocity
· Orbital parameter ephemeris format [18 byte payload]
· Semi-major axis α [m] is [33 bits]
· Range: [6500, 43000]km
· Eccentricity e is [19 bits]
· Range: ≤ 0.015
· Argument of periapsis ω [rad] is [24 bits] 
· Range: [0, 2π]
· Longitude of ascending node Ω [rad] is [21 bits]
· Range: [-180o , +180o]
· Inclination i [rad] is [20 bits]
· Range: [-90o  , +90o ]
· Mean anomaly M [rad] at epoch time to is [24 bits]
· Range: [0, 2π]
FFS: Additional enhancement to optimize the signalling overhead.
FFS: Ephemeris format bit allocations for HAPS

We propose to re-use the following NR NTN agreements for IoT NTN:

Proposal 8: Common TA may include parameter(s) indicating timing drift.
· The UE will apply common TA according to the parameters provided by the network (if any). No offset between the common TA according to the parameters provided by the network and the actual feeder link RTT is considered when defining UE UL timing error requirements.


Proposal 9: Common TA Epoch time is implicitly known as a reference time defined by the starting time of a DL slot and/or frame.
· FFS: Whether this starting time is given by predefined rule or it is indicated by the Network
· Note: “implicitly known” means that UTC is not provided to define the Common TA epoch time.


Proposal 10: In NTN, the Network may optionally indicate one or more of the following parameters:
· Common TA , Common TA drift rate and Common TA drift rate variation.
· FFS: Common TA third order derivative.
· FFS: Details of combination of Common TA parameters
Proposal 11:
· The granularity of Common TA is set to be 1.Ts  

Proposal 12:
· Conclusion: Do not define a TA margin.

Proposal 13: Support serving satellite ephemeris format bit allocations for LEO/MEO/GEO based non-terrestrial access network.:
· Position and velocity state vector ephemeris format [17 bytes payload]. 
· The field size for position [m]  is [78 bits]
· Position range is driven by GEO : +/- 42 200 km
· The quantization step is [1.3m] for position
· The field size for velocity [m/s] is [54 bits]
· Velocity range is driven by LEO@600 km: +/- 8000 m/s
· The quantization step is [0.06 m/s] for Velocity
· Orbital parameter ephemeris format [18 byte payload]
· Semi-major axis α [m] is [33 bits]
· Range: [6500, 43000]km
· Eccentricity e is [19 bits]
· Range: ≤ 0.015
· Argument of periapsis ω [rad] is [24 bits] 
· Range: [0, 2π]
· Longitude of ascending node Ω [rad] is [21 bits]
· Range: [-180o , +180o]
· Inclination i [rad] is [20 bits]
· Range: [-90o  , +90o ]
· Mean anomaly M [rad] at epoch time to is [24 bits]
· Range: [0, 2π]

Conclusion
In this contribution, we summarize issues and discuss potential solutions. We made the following observations and proposals 
GNSS measurements for sporadic short transmissions:
Proposal 1: RAN1 send LS to RAN2 to specify mechanism where 
· if GNSS position fix becomes outdated, UE in RRC_CONNECTED declares RLF and move to RRC_IDLE
· Before GNSS position fix becomes outdated, UE in RRC_CONNECTED sends Rel-16 MAC CE Release Assistance Indication to request network to move into RRC_IDLE.

Long UL Transmission on PUSCH:
Observation 2: The new gap avoids issue of overlapping of UL transmission segments and allows less complex UE implementation to apply UE pre-compensation for UL synchronization. eNB schedule gaps between UL transmission segments for UL transmission based on UE capability. Before the UE capability is reported by UE, eNB schedules gaps between UL transmission segments for the UE. 

Proposal 2: UE capability for LEO, to support updating time and frequency pre-compensation between segments during UL repetition of NPUSCH for NB-IoT and PUSCH/PUCCH for eMTC
· with a gap of one 1 ms duration between segments with duration less than 256 ms
· without a gap between segments

Proposal 3: For LEO, eNB may schedule a gap of 1 ms between UL transmission segments based on UE capability to support UE-pre-compensation between UL transmission segments with a gap

Observation 3: The delay drift and Doppler shift are much smaller in GEO and MEO. UE does not need to update time and frequency pre-compensation between segments during UL repetition of PUSCH/PUCCH for eMTC and NPUSCH for NB-IoT

Proposal 4: For GEO and MEO, UL transmission segments of PUSCH/PUCCH for eMTC and NPUSCH for NB-IoT are not configured by the network. 


Long UL Transmission on PRACH:
Observation 4: The delay drift within maximum UL transmission segment of NPRACH l is smaller than NPRACH Cyclic Prefix. The Doppler shift is within the transmit frequency error of +/-0.1 ppm.  New gaps are not needed for NPRACH. For GSO and NGSO, UE may not update time and frequency pre-compensation between segments during UL repetition of PRACH/NPRACH for eMTC/NB-IoT. The legacy UL compensation gap of 40 ms to re-sync on DL can be used to apply UE pre-compensation for UL synchronization.

Proposal 5: For GEO and MEO, UL transmission segments of NPRACH/PRACH for eMTC and NB-IoT are not configured by the network.


DL Synchronization:
Observation 5: DL synchronization enhancements are not needed for GEO or MEO since Doppler is only +/-0.93 ppm and +/-7.5 ppm respectively and Cell Search receiver algorithms should synchronize on correct raster.

Observation 6: New channel raster of 200 kHz has minimum impact on complexity in device to support DL synchronization in LEO. Spectrum waste can be avoided by alignment of 3GPP raster grid and spectrum allocation by regulator. Perfect alignment may not be possible in case of allocation of small spectrum chunks.

Proposal 6: DL synchronization enhancements with new channel raster or (Part-of) ARFCN indication on MIB are not specified for GEO and MEO.

Proposal 7: In RAN1#107-e, further discuss and select one solution for DL synchronization enhancements for LEO. 
· New channel raster 200 kHz with less flexibility for spectrum deployment 
· [bookmark: _GoBack](Part-of) ARFCH indication on MIB impact on complexity with re-use of 100 kHz channel raster and up to 3 channel raster hypothesis for NPBCH detection

Synchronization aspects common to IoT NTN and NR NTN:
Proposal 8: Common TA may include parameter(s) indicating timing drift.
· The UE will apply common TA according to the parameters provided by the network (if any). No offset between the common TA according to the parameters provided by the network and the actual feeder link RTT is considered when defining UE UL timing error requirements.


Proposal 9: Common TA Epoch time is implicitly known as a reference time defined by the starting time of a DL slot and/or frame.
· FFS: Whether this starting time is given by predefined rule or it is indicated by the Network
· Note: “implicitly known” means that UTC is not provided to define the Common TA epoch time.


Proposal 10: In NTN, the Network may optionally indicate one or more of the following parameters:
· Common TA, Common TA drift rate and Common TA drift rate variation.
· FFS: Common TA third order derivative.
· FFS: Details of combination of Common TA parameters
Proposal 11:
· The granularity of Common TA is set to be 1.Ts  

Proposal 12:
· Conclusion: Do not define a TA margin.

Proposal 13: Support serving satellite ephemeris format bit allocations for LEO/MEO/GEO based non-terrestrial access network:
· Position and velocity state vector ephemeris format [17 bytes payload]. 
· The field size for position [m]  is [78 bits]
· Position range is driven by GEO : +/- 42 200 km
· The quantization step is [1.3m] for position
· The field size for velocity [m/s] is [54 bits]
· Velocity range is driven by LEO@600 km: +/- 8000 m/s
· The quantization step is [0.06 m/s] for Velocity
· Orbital parameter ephemeris format [18 byte payload]
· Semi-major axis α [m] is [33 bits]
· Range: [6500, 43000]km
· Eccentricity e is [19 bits]
· Range: ≤ 0.015
· Argument of periapsis ω [rad] is [24 bits] 
· Range: [0, 2π]
· Longitude of ascending node Ω [rad] is [21 bits]
· Range: [-180o , +180o]
· Inclination i [rad] is [20 bits]
· Range: [-90o  , +90o ]
· Mean anomaly M [rad] at epoch time to is [24 bits]
· Range: [0, 2π]


APPENDIX

Table 1 and Table 2 show the TA error and Frequency error due to the position error of a UE that is moving without GNSS measurements for up to 60 seconds. High velocity UE without a new GNSS position fix before for up to 60 seconds have marginal impact on delay error and frequency error. Further details in  [3].
	Validity of UE location
	10 s
	 30 s
	60 s

	UE Velocity
	UEpos,error 
	TAerror 
	UEpos,error 
	TAerror 
	UEpos,error
	TAerror

	3 km/h
	4.2 m
	0.02 us
	25 m
	0.14 us
	50 m
	0.29 us

	30 km/h
	83.3 m
	0.48 us
	250 m
	1.4 us
	500 m
	2.9 us

	60 km/s
	166.7 m
	0.95 us
	500 m
	2.9 us
	1000 m
	5.8 us

	120 km/h
	333.3 m
	1.92 us
	1000 m
	5.8 us
	2000 m
	11.6 us


Table 1: TA tracking error due to UE mobility for elevation angle 30 degrees

	Validity      of UE location
	                                                                    
30 s
	 
60 s

	UE Velocity
	UEpos,error 
	θ
	Fderror 
	UEpos,error
	θ
	Fderror 

	3 km/h
	25 m
	89.999 deg
	0.01 Hz
	50 m
	89.999 Hz
	0.61 Hz

	30 km/h
	250 m
	89.998 deg
	1.45 Hz
	500 m
	89.993 deg
	6.1 Hz

	60 km/s
	500 m
	89.993 deg
	6.1 Hz
	1000 m
	89.9 deg
	24.9 Hz

	120 km/h
	1000 m
	89.9 deg
	24.9 Hz
	2000 m
	89.87 deg
	97 Hz


Table 2: Doppler shift tracking error due to UE mobility at Nadir
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