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1. Introduction
In RAN1#105-e meeting [1], the following conclusions were reached and some candidate solutions were summarized in [2] for UCI transmission when there is no PDU for the PUSCH determined to carry UCI in PHY.

	Conclusion
When LCH based prioritization is configured, for the case that only SR overlaps with PUSCH of equal L1 priority i.e., case 1 in Reply LS R1-2102244, RAN1 conclude that there is no impact on the PHY processing timeline to support the intended UE behavior as described in the LS R2-2011124 (i.e., if SR is prioritized in MAC, MAC shall not deliver the MAC PDU for the PUSCH and shall instruct PHY for SR transmission).

Conclusion
When LCH based prioritization is configured, the timeline (i.e., N2) defined in TS 38.214 section 6.1 is used as processing timeline for handling the collision between DG and CG without considering the UCI overlapping with the CG/DG of the same L1 priority so that MAC will only deliver one MAC PDU to PHY. There is no need to discuss further about relaxing the processing timeline for DG vs. CG collision case.


In RAN1#106 e-meeting [3], remaining issues on UL prioritization and UL skipping were discussed without any convergence. In this contribution we continue to discuss the remaining issues on UL prioritization and UL skipping.
2. Discussion
2.1 Scenario #2: lch-basedPrioritization is NOT configured, and TWO PHY priorities for UL transmission
The main issue is whether to confirm the following working assumption (WA) from RAN2 or not. 
	Working assumption: When lch-BasedPrioritization is not configured and Rel-16 CG/DG PUSCH skipping is enabled, DG always overrides CG. This working assumption is not agreed until confirmed by RAN1.


It was already agreed for the same PHY priority case that DG always overrides CG based on the following agreements[4]

 REF _Ref86756142 \r \h 
[5] achieved for the overlapping cases among DG PUSCH, CG PUSCH and PUCCH with a single PHY priority, as shown in Figure 1. We could discuss the two PHY priorities cases as the similar way to see if there is big issue by confirming the WA.
	Conclusion

For the following cases, for CA and non-CA, when DG PUSCH skipping is configured and Rel-16 LCH based prioritization is not configured and there is a single PHY priority for UL transmissions, MAC generates MAC PDU for the DG PUSCH and the UCI is multiplexed on the DG PUSCH. For the case 1-3 and 1-4, MAC does not generate a TB for the CG PUSCH(s) overlapping with the DG PUSCH on the same serving cell.  The GG PUSCH(s) is discarded and does not participate in subsequent physical layer procedure.

· (Case 1-3) DG PUSCH and CG PUSCH are overlapping and both DG/CG PUSCH are overlapping with PUCCH

· (Case 1-4) DG PUSCH and CG PUSCH are overlapping and DG PUSCH is overlapping with PUCCH, and CG PUSCH is non-overlapping with the PUCCH

· (Case 1-5) DG PUSCH and CG PUSCH are non-overlapping and both DG/CG PUSCH are overlapping with PUCCH

Agreement:
For the case (Case 1-6) when DG PUSCH and CG PUSCH are overlapping on a serving cell and CG PUSCH is overlapping with PUCCH, and DG PUSCH is non-overlapping with the PUCCH 

· In Rel-16, when timeline condition is met, for Case 1-6 in non-CA and CA cases, when DG PUSCH skipping is configured and Rel-16 LCH based prioritization is not configured and there is a single PHY priority for UL transmissions, and when PUSCH repetition is not applied, 

· When one or more CG PUSCH(s) overlap with a PUCCH on a same or different serving cell, a DG PUSCH overlaps with the one or more CG PUSCH(s) on one serving cell and the DG PUSCH does not overlap with the PUCCH, and there is no remaining PUSCH(s) on any serving cell(s) overlapping with the PUCCH, the UCI is transmitted on the PUCCH.
· This is for case 1-6a and 1-6b.

· MAC does not generate PDU for the one or more CG PUSCH(s) 

· If there is data for the DG PUSCH, MAC generates PDU for the DG PUSCH. If there is no data for the DG PUSCH, MAC does not generate PDU for the DG PUSCH 
· When one or more CG PUSCH(s) overlap with a PUCCH on a same or different serving cell, a DG PUSCH overlaps with the one or more CG PUSCH(s) on one serving cell and the DG PUSCH does not overlap with the PUCCH, and there is remaining PUSCH(s) on any serving cell(s) overlapping with the PUCCH, the PUSCH from the remaining PUSCH(s) for UCI multiplexing is determined following the existing UCI multiplexing rules, MAC generates MAC PDU for the PUSCH and delivers the MAC PDU to PHY and the UCI is multiplexed on the PUSCH.
· Note the remaining CG PUSCH(s) are not overlapping with any DG PUSCH on the same serving cell

· This is for case 1-6c.

· MAC does not generate PDU for the one or more CG PUSCH(s) 
· If there is data for the DG PUSCH, MAC generates PDU for the DG PUSCH. If there is no data for the DG PUSCH, MAC does not generate PDU for the DG PUSCH
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Case 1-6a                               Case 1-6b                                     Case 1-6c
Conclusion
For Case 1-6 when DG PUSCH and CG PUSCH are overlapping on a serving cell and CG PUSCH is overlapping with PUCCH, and DG PUSCH is non-overlapping with the PUCCH, 

· The time condition is ensured by gNB, i.e. the ending symbol of UL grant for the DG PUSCH should be at least Tmuxproc,2 symbols before the first symbol of the earliest PUCCH or PUSCH among the overlapping group of PUCCH/PUSCH channels.

· RAN1 understands that for Case 1-6 the PUCCH, the CG PUSCH and the DG PUSCH are considered as an overlapping group of PUCCH/PUSCH channels for which the multiplexing timeline needs to be satisfied.

· The overlapping group of PUCCH/PUSCH channels for Case 1-6 is defined in the way such that a PUCCH/PUSCH would be included in a group if it overlaps with any channel in that group, regardless of whether multiplexing between these channels occurs or not.

· FFS whether or not additional spec change is needed
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Figure 1: overlapping cases of DG PUSCH, CG PUSCH and PUCCH

From the HP data transmission perspective, actually it is MAC behavior and gNB implementation to ensure that important traffic could be always delivered to PHY no matter through DG PUSCH or CG PUSCH with high or low PHY priorities. Hence there may be no impact on the transmission of high priority traffic by following the working assumption. At least for the case of overlapping between DG PUSCH and CG PUSCH on the same serving cell without any overlapping with PUCCH, the WA can be confirmed. This is true regardless PUSCH skipping is enabled or not, so we believe the condition of “Rel-16 CG/DG PUSCH skipping is enabled” could be removed. 

When there is UCI overlapping with either or both DG PUSCH and CG PUSCH, we focus on HP PUCCH cases as shown in Table 1 corresponding to case 1-3~1-6. For case B\C\D\E, there is no impact on UCI transmission by assuming DG always overrides CG since there is no conflict between the overriding rule and the UCI multiplexing rule. For case B and case D, there is only HP DG PUSCH overlapping with HP PUCCH after DG overriding CG PUSCH, HP UCI could be always piggybacked on HP DG PUSCH and MAC will always generate a PDU for HP DG PUSCH by following the UL skipping rule. For case C and case E with HP PUCCH overlapping with LP PUSCH on the same serving cell, LP PUSCH will be cancelled in PHY regardless it is DG or CG and HP UCI could be transmitted on HP PUCCH when there is no other HP PUSCH overlapping with HP PUCCH on other CC or transmitted on one selected HP PUSCH when there is other HP PUSCH overlapping with HP PUCCH on other CC. 
Table 1: Overlapping cases of DG PUSCH and CG PUSCH with different PHY priorities and UCI

	Case1-3
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	Case 1-4
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	Case 1-6
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The main concern in RAN1 is for the cases that there is HP PUCCH overlapping with HP CG PUSCH as shown in case A and case F. The WA may lead to HP UCI dropping if HP UCI is piggybacked in HP CG PUSCH but no PDU is delivered for HP CG due to the overriding by LP DG PUSCH. Based on the WA, to ensure the HP UCI transmission, one simple way is to follow the same rule as for case 1-6 with single PHY priority to assume there is always no PDU for the HP CG PUSCH overlapping with the LP DG PUSCH on the same serving cell so that HP CG PUSCH is not considered for HP UCI multiplexing, so as to transmit HP UCI on PUCCH or on other HP PUSCH overlapping with the HP PUCCH in case of CA. 
To ensure that UE could identify the overlapping in case A and case F before deciding to do UCI piggyback on CG PUSCH, the UL grant associated with the LP DG PUSCH should be sent earlier enough. However, there is no need of such restriction of the DCI associated with the HP PUCCH such as in case of case F with HP PUCCH later than LP DG PUSCH, since overriding of DG PUSCH and CG PUSCH could be always operated without considering there is a later HP UCI overlapping with the HP CG or not. Hence, to avoid the scheduling restriction of HP PUCCH, not similar as case 1-6, we do not consider DG PUSCH, CG PUSCH and PUCCH as an overlapping group to restrict all channels satisfy the multiplexing timeline condition but just consider UL grant associated with the LP DG PUSCH should be sent earlier enough.

The only drawback is that for case A and C both DG PUSCH and CG PUSCH are not transmitted in the end by following the prioritization of different priorities in PHY and the WA in MAC. However, they are not typical scenarios since if gNB schedules a LP DG PUSCH overlapping with a HP CG PUSCH and expects there is LP DG PUSCH transmission, gNB should not schedule such LP DG PUSCH overlapping with a HP PUCCH since gNB knows that LP will be cancelled by HP.

Based on the above analysis, we do not see a big issue to confirm the WA. For the sake of the progress without more interaction between RAN1 and RAN2, we propose to confirm the WA and achieve solutions in PHY to solve the overlapping of UCI and PUSCH.

Proposal 1: When lch-BasedPrioritization is not configured and two PHY priorities are configured, RAN1 confirms RAN2’s working assumption that DG always overrides CG.
Proposal 2: When lch-BasedPrioritization is not configured and there is DG PUSCH and CG PUSCH overlapping with two PHY priorities on the same serving cell, when there is overlapping between PUCCH and DG/CG PUSCH with the same PHY priority:

· The same UCI transmission rules as defined for case 1-6 with a single PHY priority could be reused.
· The ending symbol of UL grant associated with LP DG PUSCH should be at least Tmuxproc,2 before the first symbol of the earliest HP PUCCH or HP CG PUSCH in case of HP PUCCH overlapping with HP CG PUSCH.
2.2 Scenario #3/4: lch-basedPrioritization is configured, and SINGLE/TWO PHY priorities for UL transmission 
When lch-BasedPrioritization is configured and PHY is configured with single/two PHY priorities, the main issue is whether to confirm the following WA from RAN2 or not. 

	@ RAN2#113-e 

Working assumption: The MAC entity does not generate a MAC PDU for a deprioritized uplink grant even when its associated PUSCH is overlapping with PUCCH. This working assumption is not agreed until confirmed by RAN1.
@ RAN2#113bis-e 

Confirm the WA that LCH based prio has higher priority than UL skipping still applies, and we expect that if there are issues, RAN1 will come-back.


For the overlapping only between DG PUSCH and CG PUSCH and no overlapping of either DG PSUCH or CG PUSCH with PUCCH, data with higher LCH priority could be delivered to PHY based on LCH based prioritization, which means there is no impact on high priority data transmission by following LCH based prioritization even when PDU is delivered for LP PUSCH. Actually the alignment of higher priority LCH associated with high priority UL channel in PHY could be achieved by gNB configuration.

For the overlapping of PUCCH and PUSCH, same cases as listed in Table 1 with either same or different PHY priorities of DG and CG should be discussed. While different from Scenario #2, when lch-basedPrioritization is configured, RAN2’s WA means the LCH prioritization between overlapped DG PUSCH and CG PUSCH does not consider whether PUSCH with UCI or not and does not always prioritize DG, but only considers the LCH priority associated with each grant. In such way, PHY could not know which grant between DG PUSCH and CG PUSCH will have PDU before UE selects a PUSCH for UCI piggyback and results in UCI dropping due to no PDU for the PUSCH selected for UCI transmission. Hence RAN2’s WA has some adverse impacts on PHY process when there is PUCCH overlapping with PUSCH.
For case 1-3 and case 1-4 with single PHY priority as shown in Figure 1, when lch-BasedPrioritization is configured, from the perspective of PHY layer, UCI should be transmitted in DG PUSCH based on the PUSCH selection rule defined in PHY, however, the PDU may be delivered for the CG PUSCH based on the LCH based prioritization, which is not aligned with the expectation in PHY. Similar issue exists for case 1-6. 
For cases A~F as shown in Table 1 with two PHY priorities, when lch-BasedPrioritization is configured, based on the below description of section 5.4.1 of TS 38.321[6], it is not clear that how to understand the condition of ‘associated PUSCH can be transmitted by lower layers’ since there are so many rules defined in PHY to decide whether transmit a PUSCH or not, such as cancellation rule with collision of RRC configured DL symbols or SSB symbols, cancellation rule by dynamic DL transmission on flexible symbols, cancellation rule by higher PHY priority UL channel, and so on. 
For cancellation due to collision of semi-static DL/SSB symbols, it should be clarified from RAN2 that whether such cancellation is considered in the blue highlight part. If so, it means PUSCH colliding with semi-static DL/SSB symbols is removed from the LCH based prioritization procedure and there is no impact on UCI transmission since LP PUSCH does not take part in the LCH based prioritization and PDU for HP PUSCH will not be blocked. 
For dynamic cancellation by HP PUCCH or DL grant/SFI, considering that partial cancellation of LP channel is supported in RAN1, it means MAC could deliver a PDU for a LP PUSCH since MAC may not know whether there will be cancellation of a LP PUSCH in PHY till the last time for decision of PDU delivering due to a later DCI associated with the HP PUCCH or DL grant/SFI. Hence, it seems the result depends on whether DCI associated with HP PUCCH or DL grant/SFI comes earlier enough, and if MAC considers that LP PUSCH is cancelled by HP PUCCH, then only PDU for HP PUSCH may be delivered and there is no impact on HP UCI piggyback in HP PUSCH, otherwise, HP UCI may be dropped due to no PDU of the HP PUSCH for carrying UCI if MAC decides to deliver PDU for a LP PUSCH based on the LCH based prioritization. This still means the decision of overlapping between DG and CG from MAC is not deterministic for PHY, which may be not aligned with PHY expectation and may result in HP UCI dropping. 

In addition, as shown in the green highlight part of section 5.4.1 of TS 38.321[6], it means if a CG PUSCH would be cancelled in PHY by HP PUCCH or CI, such CG PUSCH will not take part in the LCH based prioritization procedure and it is considered as a de-prioritized uplink grant. However, similar as the above analysis, MAC may not know there is HP PUCCH or CI before the last time for MAC to operate the LCH based prioritization, which may be not aligned with PHY expectation and may result in HP UCI dropping.
	For the MAC entity configured with lch-basedPrioritization, if the corresponding PUSCH transmission of a configured uplink grant is cancelled by CI-RNTI as specified in clause 11.2A of TS 38.213 [6] or cancelled by a high PHY-priority PUCCH transmission as specified in clause 9 of TS 38.213 [6], this configured uplink grant is considered as a de-prioritized uplink grant. If this deprioritized uplink grant is configured with autonomousTx, the configuredGrantTimer for the corresponding HARQ process of this de-prioritized uplink grant shall be stopped if it is running.
When the MAC entity is configured with lch-basedPrioritization, for each uplink grant delivered to the HARQ entity and whose associated PUSCH can be transmitted by lower layers, the MAC entity shall:

1>
if this uplink grant is received in a Random Access Response (i.e. in a MAC RAR or fallback RAR), or addressed to Temporary C-RNTI, or is determined as specified in clause 5.1.2a for the transmission of the MSGA payload:
2>
consider this uplink grant as a prioritized uplink grant.
[…]


To solve the HP UCI transmission issue when there is no PDU for the PUSCH selected for carrying UCI, based on the discussion in the RAN1#105 e-meeting [2], following options can be considered to handle the PUCCH#0 transmission when there is no PDU for PUSCH#0 for case 1-4 and case 1-6 with the same or different PHY priorities, wherein PUCCH#0 is a HP PUCCH, PUSCH#0 is the HP PUSCH selected for carrying HP UCI, PUSCH#1 is the PUSCH overlapping with at least PUSCH#0 on the same serving cell. For case 1-3 with the same or different PHY priorities, since PUCCH overlapping with both DG and CG PUSCH, it seems only option 1 or option 4 could be considered.
	· Option 1: Drop the PUCCH#0.

· Option 2: When timeline condition is met, 

· If there is no other remaining PUSCH(s) on any serving cell(s) overlapping with the PUCCH#0 of the same L1 priority, the UCI is transmitted on the PUCCH.

· Otherwise, the PUCCH#0 should be dropped. 

Note: above timeline condition is ensured by gNB, i.e. the ending symbol of UL grant for the PUSCH#1 should be at least [image: image14.png]


 symbols before the first symbol of the earliest PUCCH#0 or PUSCH#0.

· Option 3: Transmit PUCCH#0 and the UE does not expect that there is other remaining PUSCH(s) on any serving cell(s) overlapping with the PUCCH#0 of the same L1 priority.

· Option 4:

· If there is no remaining PUSCH(s) on any serving cell overlapping with PUCCH#0 of the same priority, the UCI is transmitted on the PUCCH.

· Otherwise, the UCI is multiplexed in the PUSCH according to the existing rules.

· No spec change is needed.


For Option 1, dropping PUCCH#0 is not preferred because UCI dropping increases DL transmission latency.
For Option 2, the PUCCH#0 will still be dropped if other remaining PUSCH(s) on any serving cell(s) overlapping with the PUCCH#0 of the same L1 priority.

For Option 4, although the PUCCH#0 can be transmitted in other remaining PUSCH(s) on any serving cell(s) overlapping with the PUCCH#0 of the same L1 priority, it potentially increases the blind detection efforts at the gNB side. 

For Option 3, some scheduling restrictions on gNB for PUSCH scheduling are introduced, the while PUCCH#0 dropping can be avoided. However, such behavior is based on the assumption that UE could know whether there is PDU for the PUSCH#0 before UE makes the decision of PUCCH preparation or UCI piggyback on PUSCH. It should be clarified that how to ensure PUCCH#0 transmission when the latest time for PDU delivering of PUSCH#0 is latter than the time point for deciding UCI piggyback on PUSCH#0.

As shown in Figure 2(a), if the starting point of PUCCH#0 is latter than the starting point of PUSCH#1, UE may already know whether PUSCH#0 has PDU or not before UE starts the preparation of PUCCH#0 transmission, which means UCI could still be transmitted in PUCCH#0 regardless which PDU is delivered by MAC based on LCH prioritization. For example, when there is data for PUSCH#1 based on higher LCH priority of PUSCH#1, the proper way is that MAC delivers PDU for PUSCH#1, and UCI can still be transmitted in PUCCH#0 because UE already knows there is no PDU for PUSCH#0 at time (t2) which is before the time t3 for deciding UCI piggybacking on PUSCH and the last time point for preparation of UCI in PUCCH#0. 
As shown in Figure 2(b), if the starting point of PUCCH#0 is earlier than the starting point of PUSCH#1, the last time point for preparation of UCI in PUCCH#0 could be earlier than the last time point for PDU delivering for PUSCH#0. In order to ensure PUCCH#0 could be transmitted, the following ways could be considered:

· Way 1: UE starts the preparation of PUCCH#0 at the last point of PUCCH preparation even if there is no PDU for PUSCH#0 at this point. Subsequently, in case that UE knows there is no PDU for PUSCH#0 at t2 point, UE could continue the preparation of PUCCH#0 so as to transmit UCI in PUCCH#0. In case that UE knows there is PDU for PUSCH#0 at t2 point, UE may stop the preparation of PUCCH#0 and starts to prepare UCI piggyback on PUSCH #0. However, this introduces additional UE implementation, complexity and waste of processing and power and may result in partial cancellation of PUCCH#0 when change the procedure from PUCCH transmission to UCI piggyback on PUSCH.

· Way 2: Assume PUCCH#0 transmission at the last point of PUCCH preparation when there is still no PDU from MAC for PUSCH#0 at this point and does not transmit PUSCH#0 even if there is PDU delivered in the later time. That is to introduce a guideline of MAC for the last point of PDU delivering for PUSCH#0, so as to ensure that UE know whether there is PDU for PUSCH#0 before UE start to prepare PUCCH#0. However, it does not mean restriction of MAC since whether MAC considers such guideline or not is MAC implementation, and if not, the final result in PHY is to drop the PUSCH#0 if PUCCH preparation is already started. With way2, there may be no need of detail specification of such behavior in RAN1 but just specify that UE transmits PUCCH if there is no PDU for the PUSCH selected for carrying UCI.
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Figure 2: Timeline for PUSCH overlapping with PUCCH
Considering both RAN1 and RAN2 have a long discussion and LS interaction for this topic and RAN2 has reached the common understanding on this RAN2 WA, for the sake of the progress on Rel-16 intra-UE prioritization/multiplexing, we prefer to confirm the RAN2’ WA to break the circle between RAN1 and RAN2 and give some guideline in RAN1 further design.

Proposal 3: RAN1 confirms RAN2’s working assumption that: The MAC entity does not generate a MAC PDU for a deprioritized uplink grant even when its associated PUSCH is overlapping with PUCCH.
Based on the confirmed WA, if there is consensus to solve the UCI transmission issue in RAN1, for case 1-3, since either PUSCH with PDU would collide with the PUCCH, option 2 and 3 do not work. We slightly prefer option 1 to avoid gNB detection complexity. Actually, for case 1-3 with different PHY priorities, reasonable gNB scheduling or configuration would let MAC know that LP PUSCH would be cancelled by HP PUCCH before LCH based prioritization procedure so as to avoid resulting PDU for LP PUSCH based on LCH based prioritization and then ensure the UCI transmission. For case 1-4 and case 1-6, we slightly prefer option 3 and way 2 based on the above analysis by considering the protection of UCI transmission and the impact of both specification and implementation. 
If there is no consensus in RAN1 to reach a solution, we think the simplest way is to avoid the complexity overlapping cases by gNB such as when there is overlapping between DG PUSCH and CG PUSCH with the same or different PHY priorities on the same serving cell and UCI would piggyback on DG PUSCH or CG PUSCH. That is, only allow UCI overlapping with PUSCH without any one of the PUSCH with DG and CG PUSCH overlapping, or DG and CG PUSCH overlapping without UCI overlapping with anyone of the PUSCH so as to not go with LCH based prioritization for a PUSCH when there is UCI piggyback on the PUSCH.
Proposal 4: In case LCH based prioritization is configured and LCH based prioritization has higher priority than UL skipping operation, either one of the following solutions should be adopted:

Solution 1: 
· For the case that overlapping of DG PUSCH and CG PUSCH on the same serving cell with the same or different L1 priorities, and PUCCH overlapping with both DG PUSCH and CG PUSCH and one of the DG/CG PUSCH would be selected for UCI transmission, 
· UE drops UCI in PUCCH if there is no PDU for the selected PUSCH.
· UE transmits UCI in the selected PUSCH if there is PDU for the selected PUSCH.
· For the case that a PUSCH#0 overlaps with a PUCCH#0 with the same L1 priority on a same or different serving cells and the PUSCH#0 would be selected for UCI transmission, a PUSCH#1 overlaps with the PUSCH#0 on the same serving cell with the same or different L1 priorities and does not overlap with PUCCH#0,
· UE transmits PUCCH#0 if there is no PDU for the PUSCH#0 before the last point of PUCCH preparation (such as Tproc,1 time before the first symbol of PUCCH#0) and the UE does not expect that there is other remaining PUSCH(s) on any serving cell(s) overlapping with the PUCCH#0 of the same L1 priority.
· UE drops the PUSCH#0 when PDU for PUSCH#0 is received after the last point of PUCCH preparation or UE does not expect to receive PDU for PUSCH#0 after the last point of PUCCH preparation. 
Solution 2: UE does not expect the following overlapping case：

· There are DG PUSCH and CG PUSCH overlapping on the same serving cell with the same or different PHY priorities and one of the DG PUSCH or CG PUSCH would be selected to carry UCI with the same PHY priority as the selected PUSCH according to the PUSCH selection rule in clause 9 of TS 38 213.
3. Conclusions
In this contribution, we discussed remaining issues on PUSCHs overlapping with and without LCH based prioritization. Our proposals are as follows:
Proposal 1: When lch-BasedPrioritization is not configured and two PHY priorities are configured, RAN1 confirms RAN2’s working assumption that DG always overrides CG.
Proposal 2: When lch-BasedPrioritization is not configured and there is DG PUSCH and CG PUSCH overlapping with two PHY priorities on the same serving cell, when there is overlapping between PUCCH and DG/CG PUSCH with the same PHY priority:

· The same UCI transmission rules as defined for case 1-6 with a single PHY priority could be reused.
· The ending symbol of UL grant associated with LP DG PUSCH should be at least Tmuxproc,2 before the first symbol of the earliest HP PUCCH or HP CG PUSCH in case of HP PUCCH overlapping with HP CG PUSCH.
Proposal 3: RAN1 confirms RAN2’s working assumption that: The MAC entity does not generate a MAC PDU for a deprioritized uplink grant even when its associated PUSCH is overlapping with PUCCH.
Proposal 4: In case LCH based prioritization is configured and LCH based prioritization has higher priority than UL skipping operation, either one of the following solutions should be adopted:

Solution 1: 

· For the case that overlapping of DG PUSCH and CG PUSCH on the same serving cell with the same or different L1 priorities, and PUCCH overlapping with both DG PUSCH and CG PUSCH and one of the DG/CG PUSCH would be selected for UCI transmission, 
· UE drops UCI in PUCCH if there is no PDU for the selected PUSCH.

· UE transmits UCI in the selected PUSCH if there is PDU for the selected PUSCH.

· For the case that a PUSCH#0 overlaps with a PUCCH#0 with the same L1 priority on a same or different serving cells and the PUSCH#0 would be selected for UCI transmission, a PUSCH#1 overlaps with the PUSCH#0 on the same serving cell with the same or different L1 priorities and does not overlap with PUCCH#0,
· UE transmits PUCCH#0 if there is no PDU for the PUSCH#0 before the last point of PUCCH preparation (such as Tproc,1 time before the first symbol of PUCCH#0) and the UE does not expect that there is other remaining PUSCH(s) on any serving cell(s) overlapping with the PUCCH#0 of the same L1 priority.
· UE drops the PUSCH#0 when PDU for PUSCH#0 is received after the last point of PUCCH preparation or UE does not expect to receive PDU for PUSCH#0 after the last point of PUCCH preparation. 

Solution 2: UE does not expect the following overlapping case：

· There are DG PUSCH and CG PUSCH overlapping on the same serving cell with the same or different PHY priorities and one of the DG PUSCH or CG PUSCH would be selected to carry UCI with the same PHY priority as the selected PUSCH according to the PUSCH selection rule in clause 9 of TS 38 213.
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