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1. [bookmark: _Ref71574297]Introduction
Up to RAN1 #106bis-e meeting, several aspects of multi-PDSCH have been agreed and our views on Type-2 codebook bundling designs for multi-PDSCH and remaining discussion of multi-PDSCH scheduling features and timeline discussion are as follows.   

[bookmark: _Ref494794648]
2. Type-2 codebook design
Rel-16 Type-2 codebook construction can be briefly summarized into the following steps assuming same CC scheduling:

Step1: Determine the received PDSCHs which have HARQ bits to report on a PUCCH
Step2: Order the received PDSCH with the principle of frequency domain (CC ID for the received PDSCH) first and time domain (monitoring occasion starting time of the associated DCI) later.
Step3: Find the missing PDSCHs based on C-DAI/T-DAI in the received DCIs and generate the HARQ-ACK bits based on the ordering of PDSCHs.  

 An important assumption for Rel-16 Type-2 codebook construction is that one DCI can only schedule one PDSCH such that C-DAI/T-DAI information in DCIs can be used to detect the missing PDSCHs. However, this assumption is not valid when multi-PDSCH scheduling is considered and UE can only detect the missing DCIs without knowing the number of PDSCHs scheduled by the missing DCIs if we directly apply Rel-16 C-DAI/T-DAI design for Type-2 codebook  construction, which can cause codebook size misalignment between gNB and UE. 

To address the issue of detection of missing DCIs and codebook size misalignment, DAI per DCI design is adopted in RAN1 #106e meeting. For the design principle of DAI per DCI, the assumption is to reuse the current C-DAI/T-DAI design in Rel-16 where 2 bits are considered and any up to 3 consecutive missing DCIs can be detected. On top of it, to resolve the codebook size misalignment issue, UE will report a fixed number of HARQ-ACK bits for each missing/detected DCI.  The drawback of this design is the redundancy in the codebook when the fixed number of HARQ-ACK bits for each DCI is larger than the scheduled PDSCHs. However, the codebook size can be managed by introducing CBG-like grouping among the scheduled PDSCH. In fact, this design principle is aligned with the CBG codebook design in Rel-16, where one DCI schedules a TB which consists of several CBs.

  
[bookmark: _Ref71638040]Proposal 1: For Type-2 codebook construction based on the principle of DAI per DCI, support the following PDSCH grouping and HARQ-ACK bit reporting to manage the codebook size.
· When a UE is configured with multi-PDSCH scheduling in a cell c, the scheduled PDSCHs from one DCI are grouped into  PDSCH groups based on Rel-15/16 CBG grouping principle
· , where N is the maximum number of PDSCH groups per DCI configured by network and C is the number of scheduled PDSCHs in the DCI. 
· Let 
· Each PDSCH group in the first  PDSCH groups contains  scheduled PDSCHs and each PDSCH group in the remaining PDSCH groups contains  scheduled PDSCHs. 
· UE reports one HARQ-ACK bit for each PDSCH group
· If all PDSCHs within a PDSCH group are decoded correctly, UE reports “ACK”
· Else, UE reports “NACK”
· If , UE will append  “NACK” bits after the M HARQ-ACK bits from the  TB groups to construct the codebook

3. Multi-PDSCH scheduling design related discussion
In RAN1 #106bis-e meeting, there was one discussion point on whether the HARQ-ACK information corresponding to different PDSCHs scheduled by a DCI can be carried by different PUCCHs. In our view, when more than one PUCCH resources are considered, the codebook design should change accordingly. It is not clear to us how to design C-DAI/T-DAI for this feature and we prefer to see a complete solution on this aspect before discussing the multi-PUCCH enhancement. 

[bookmark: _Ref71638058]Proposal 2: The HARQ-ACK information corresponding to the PDSCHs scheduled by a DCI should only be carried by single PUCCH to simplify Type-2 codebook design.

In RAN1 #105e meeting, it has been agreed that CBG configuration is allowed in 120kHz multi-PUSCH scheduling when only one PUSCH is scheduled. In RAN1 #106e meeting, whether the same behavior can be extended to other SCSs and DL was discussed with no conclusion. In our view, the benefit of CBG functionality in a short slot duration of 480kHz and 960kHz is not clear. On the other hand, this feature can increase HARQ codebook size and degrade the feedback transmission reliability. Therefore, we suggest to exclude CBG functionality in 480kHz and 960kHz for both PDSCH and PUSCH scheduling. 
We also propose to reuse the same existing PUCCH payload size limit 1706 to transmit UCI information including HARQ-ACK information bits.

[bookmark: _Ref71638063]Proposal 3: CBG (re)transmission feature for 480kHz and 960kHz is not supported  in FR2-2. 


[bookmark: _Ref71638069]Proposal 4: The UCI information bits including HARQ-ACK information bits should reuse the existing PUCCH payload size limit 1706.

There are FFS points on the multi-PDSCH feature regarding the time gap between scheduled PDSCHs. Particularly, the maximum gap between two consecutively scheduled PDSCHs and the gap between the first scheduled PDSCH and the last scheduled PDSCH are FFS. Based on our understanding, the motivation to introduce such gap is to allow potential DL/UL switching among the scheduled PDSCHs. Therefore, we don’t see the need to optimize the gap between the first scheduled PDSCH and the last scheduled PDSCH. Furthermore, when the gap between the first scheduled PDSCH and the last scheduled PDSCH is large, HARQ ID starvation issue can arise due to the fact that the HARQ ID of the scheduled PDSCHs can’t be released at least till the end of the last PDSCH transmission. In our view, the scheduled M PDSCHs should be contained within at most M consecutive slots to ensure the single shared MCS reflects the channels across the slots where the multi-PDSCH are scheduled and mitigate the HARQ ID starvation issue. 

[bookmark: _Ref79097750]Proposal 5: For multi-PDSCH scheduling, if M PDSCHs are scheduled by a DCI, the M PDSCHs should be contained within at most M consecutive slots
 

In Rel-15/16, there are fundamental scheduling restriction to prevent out-of-order scheduling among the PDCCHs and the scheduled PDSCHs and among PDSCHs and PUCCHs, which are described in TS 38.214 as follows:
	TS 38.214 Clause 5.1
In a given scheduled cell, the UE is not expected to receive a first PDSCH and a second PDSCH, starting later than the first PDSCH, with its corresponding HARQ-ACK assigned to be transmitted on a resource ending before the start of a different resource for the HARQ-ACK assigned to be transmitted for the first PDSCH, where the two resources are in different slots for the associated HARQ-ACK transmissions
…

In a given scheduled cell, the UE is not expected to receive a first PDSCH, and a second PDSCH, starting later than the first PDSCH, with its corresponding HARQ-ACK assigned to be transmitted on a resource ending before the start of a different resource for the HARQ-ACK assigned to be transmitted for the first PDSCH if the HARQ-ACK for the two PDSCHs are associated with HARQ-ACK codebooks of different priorities.
For any two HARQ process IDs in a given scheduled cell, if the UE is scheduled to start receiving a first PDSCH starting in symbol j by a PDCCH ending in symbol i, the UE is not expected to be scheduled to receive a PDSCH starting earlier than the end of the first PDSCH with a PDCCH that ends later than symbol i.



However, the same rules might not be directly applied to multi-PDSCH scheduling. For example, consider the scheduling illustrated in Figure 1 where DCI1 schedules PDSCH 1-1 and PDSCH 1-2 and DCI2 schedules PDSCH 2-1. It can be observed that (DCI1, PDSCH1-1) and (DCI2, PDSCH 2-1) comply with the valid in-order scheduling. On the other hand, the timing relationship between (DCI1, PDSCH1-2) and (DCI2, PDSCH 2-1) is out-of-order, which is not allowed in Rel-15/16. To resolve the issue, one approach is to define out-of-order rules for multi-PDSCH scheduling by listing possible scheduling scenarios and discussing which ones should not be allowed.  However, such discussion might be time consuming and many corner cases might be involved, which is not desirable at this late stage of WI. In RAN1 #106bis-e meeting, Rel-15/16 in-order scheduling restriction is agreed to be applied to any pairs of (scheduling DCI, scheduled PDSCH/PUSCH) and any pair of (scheduled PDSCH, resource for the HARQ-ACK transmission) for multi-PDSCH/PUSCHs scheduling to simplify the design. One remaining discussion point is the case of one multi-PDSCH scheduling DCI and one single-PDSCH scheduling DCI. It is not clear to us the justification to handle this case differently from the multi-PDSCH scheduling cases that have been agreed. We also have concerns that having different scheduling restrictions for single-PDSCH and multi-PDSCH scheduling can potentially open doors for lengthy discussion on some unexpected corner cases. Therefore, to have the unified and simple solution, not allowing out-of-order scheduling is preferred. In that case, the scheduling scenario in Figure 1 is not allowed. 


[bookmark: _Ref83999508] Proposal 6: For the case of one multi-PDSCH (or multi-PUSCH) scheduling DCI and one single-PDSCH (or single-PUSCH) scheduling DCI, UE doesn’t expect any of the scheduled PDSCHs(or PUSCHs) and the scheduling DCI lead to out-of-order scheduling.

[bookmark: _Ref83999519]Proposal 7: For multi-PDSCH scheduling, UE doesn’t expect any of the scheduled PDSCHs and the resource for the HARQ-ACK transmission lead to out-of-order scheduling.


[image: ]
[bookmark: _Ref83994271]Figure 1 Example of multi-PDSCH scheduling for out-of-order discussion 




4. Timeline related discussion

The timeline design is highly related to UE implementation and network scheduling configuration. Take N1 as an example. We identify at least the following factors should be considered when N1 is evaluated. 
· PDCCH
· Per-slot monitoring and multi-slot monitoring
· BD/CCE limit for per slot and multi-slot 
· Same numerology scheduling and mix numerology scheduling (e.g. cross-BWP scheduling, cross-carrier scheduling)
· Same carrier and Cross-carrier scheduling
· CA number
· PDSCH
· PDSCH mapping type (Type A vs. Type B)
· PDSCH time length
· Single PDSCH and multi-PDSCH scheduling design
· associated HARQ procedure and the supported HARQ ID number
· PUCCH
· PUCCH formats
· Same or different numerology between PDCCH/PDSCH and PUCCH
· DMRS
· DMRS configurations

[bookmark: _Hlk45742881][bookmark: _Hlk500865557][bookmark: _Hlk508187268]In RAN1 #106e meeting, the basic absolute processing timelines for 120kHz corresponding to N1/N2/N3 was adopted for the processing timelines for 480kHz and 960kHz, respectively. However, there are other terms in the formula of processing timeline which need to be defined to complete the essential processing time requirements. Take PDSCH processing time specified in TS 38.214 as example, where the processing time is specified as  .  is the extra PDSCH processing time to accommodate the channel estimation based on DMRS in short PDSCH. Since the unit of  is defined as symbols, it should follow the same scaling principle as  when determining the values of  for 480kHz and 960kHz. 


[bookmark: _Ref83999528]Proposal 8: For determining the processing timelines for 480kHz and 960kHz, the following parameters are scaled by 4 and 8 for 480kHz and 960kHz, respectively.
·  (in PDSCH processing time)
·  (in PUSCH preparation time) 	



    

5. Conclusion
In summary, we have the following proposals:

Proposal 1: For Type-2 codebook construction based on the principle of DAI per DCI, support the following PDSCH grouping and HARQ-ACK bit reporting to manage the codebook size.
· When a UE is configured for multi-PDSCH scheduling in a cell c, the scheduled PDSCHs from one DCI are grouped into  PDSCH groups
· , where N is the maximum number of PDSCH groups per DCI configured by network and C is the number of scheduled PDSCHs in the DCI. 
· Let 
· Each PDSCH group in the first  PDSCH groups contains  scheduled PDSCHs and each PDSCH group in the remaining PDSCH groups contains  scheduled PDSCHs. 
· UE reports one HARQ-ACK bit for each PDSCH group
· If all PDSCHs within a PDSCH group are decoded correctly, UE reports “ACK”
· Else, UE reports “NACK”
· If , UE will append  “NACK” bits after the M HARQ-ACK bits from the  TB groups to construct the codebook


Proposal 2: The HARQ-ACK information corresponding to the PDSCHs scheduled by a DCI should only be carried by single PUCCH to simplify Type-2 codebook design.

Proposal 3: CBG (re)transmission feature for 480kHz and 960kHz is not supported 

Proposal 4: The UCI information bits including HARQ-ACK information bits should reuse the existing PUCCH payload size limit 1706.
Proposal 5: For multi-PDSCH scheduling, if M PDSCHs are scheduled by a DCI, the M PDSCHs should be contained within at most M consecutive slots
[bookmark: _GoBack]
Proposal 6: For the case of one multi-PDSCH (or multi-PUSCH) scheduling DCI and one single-PDSCH (or single-PUSCH) scheduling DCI, UE doesn’t expect any of the scheduled PDSCHs(or PUSCHs) and the scheduling DCI lead to out-of-order scheduling.
Proposal 7: For multi-PDSCH scheduling, UE doesn’t expect any of the scheduled PDSCHs and the resource for the HARQ-ACK transmission lead to out-of-order scheduling.
Proposal 8: For determining the processing timelines for 480kHz and 960kHz, the following parameters are scaled by 4 and 8 for 480kHz and 960kHz, respectively.
·  (in PDSCH processing time)
·  (in PUSCH preparation time) 	
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