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At the RAN1#106-bis-e meeting, the following agreements and conclusions were made for PDSCH and PUSCH enhancement for extending NR to up to 71GHz [1]. 
	
Agreement:
For 480 kHz and/or 960 kHz SCS, for rank 1 PDSCH with type-1 or type-2 DMRS, support a configuration of DMRS where the UE is able to assume that FD-OCC is not applied.
· Note: “FD-OCC is not applied” refers to the UE may assume that a set of remaining orthogonal antenna ports are not associated with the PDSCH to another UE, wherein the set of remaining orthogonal antenna ports are within the same CDM group and have different FD-OCC
· Note: The same UE indication method is used for both type-1 and type-2 DMRS 

Agreement:
Support an indication to the UE via RRC where the UE is able to assume that FD-OCC is not applied to all the antenna port(s) for DMRS which is(are) applicable for rank 1 PDSCH.

Agreement:
For NR operation with 480 kHz and/or 960 kHz SCS, the value range of k0 is 0 ~ 128.

Agreement:
For NR operation with 480 kHz and/or 960 kHz SCS, the value range for k2 is 0 ~ 128.

Agreement:
For NR operation with 480 kHz and/or 960 kHz SCS, the value range of k1 indicated in RRC is -1 ~ 127 for DCI format 1_1 and 0 ~ 127 for DCI format 1_2.
· Note: this does not imply that DCI format 1_2 supports multi-PDSCH scheduling

Agreement:
· For NR operation with 480 kHz and/or 960 kHz SCS, j = 11 for 480 kHz and j = 21 for 960 kHz for determination of the default PUSCH time domain resource allocation (in 38.214 Section 6.1.2.1.1).
· When the field k2 is absent in RRC, the UE applies the value 11 when PUSCH SCS is 480 kHz; and the value 21 when PUSCH SCS is 960 kHz for k2. 

Conclusion:
There’s no consensus in RAN1 to introduce other values of N1, N2 and N3 for NR operation with 480 and/or 960 kHz SCS in Rel-17.

Conclusion:
There’s no consensus in RAN1 to introduce (Ng = 16, Ns = 2, L = 1) and/or (Ng = 16, Ns = 4, L = 1) for NR operation in FR2-2 with DFT-s-OFDM in Rel-17.
· Note: Ng number of PT-RS groups, Ns number of samples per PT-RS group, and PTRS every L number of DFT-s-OFDM symbols

Agreement:
For NR operation with 480 kHz and/or 960 kHz SCS, decide the set of values for PDSCH-to-HARQ_feedback timing indicator field in DCI format 1_0 in RAN1#107-e.
· Option 1: {4, 8, 12, 16, 20, 24, 28, 32} for 480 kHz and {8, 16, 24, 32, 40, 48, 56, 64} for 960 kHz
· Option 2: {7, 8, 9, 10, 11, 12, 13, 14} for 480 kHz and {13, 14, 15, 16, 17, 18, 19, 20} for 960 kHz
· Option 2a: {1, 2, 3, 4, 5, 6, 7, 8} (same as in existing specification)
· Note: the actual slot offset of k1 is the indicated value + offset where offset is ceil(N1/14)
· Other options are not precluded  

Agreement:
Remove [] from previous agreed Z3 values for NR operation with 480 and 960 kHz SCS. That is,
For NR operation with 480 and 960 kHz SCS, adopt at least the values of Z1, Z2 and Z3 as in the following table for single and multi-PDSCH/PUSCH scheduling to maintain the same absolute time duration as that of 120 kHz SCS in FR2.
· Note: is UE reported capability beamReportTiming; KB3 and KB4 is UE reported capability beamSwitchTiming for 480 and 960 kHz SCS respectively.
Table:  CSI computation delay requirement 2
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	Z1 [symbols]
	Z2 [symbols]
	Z3 [symbols]

	
	Z1
	Z’1
	Z2
	Z’2
	Z3
	Z’3

	5
	388
	340
	608
	560
	min(388, X5+ KB3)
	X5

	6
	776
	680
	1216
	1120
	min(776, X6+ KB4)
	X6




Agreement:
For NR operation with 480 kHz and/or 960 kHz SCS, CSI computation delay requirement 2 is always applied at least for the case of same SCS operation.
· FFS: whether CSI computation delay requirement 2 is always applied in the case of mixed SCS of PDCCH, CSI-RS and PUSCH.

Conclusion:
In Rel-17, for NR operation with 480 and/or 960 kHz SCS, no other values of Z1, Z2 and Z3 is supported.

Conclusion:
In Rel-17, for NR operation in FR2-2, increased PTRS frequency density for Rel-15 PTRS pattern is not supported for CP-OFDM when the allocated number of RB <= 32. 

Conclusion:
In Rel-17, for NR operation in FR2-2, PTRS enhancement is not supported for CP-OFDM.

Agreement:
Confirm the working assumption from RAN1#106-e with the following modification.
Working assumption: (RAN1#106-e)
Scheduling multiple PDSCHs by single DL DCI applies to 120 kHz in addition to 480 and 960 kHz at least in FR2-2.
· FFS: Further limitations on maximum number of PDSCHs
· Note: Further limitations (in addition to what was agreed earlier) on the maximum number of PDSCHs or PUSCHs can be separately discussed for all SCSs.

Working assumption:
UE does not expect to be configured with both of CBG operation and multi-PDSCH scheduling in the same PUCCH cell group with a Type 2 codebook. 
· If time bundling operation is supported, this working assumption can be revisited

Agreement:
For a PDSCH that is scheduled by multi-PDSCH scheduling DCI and is skipped due to collision with semi-static UL symbol(s),
· For Type-1 HARQ-ACK codebook generation, the PDSCH is not considered and the HARQ-ACK bit corresponding to the PDSCH is not reported by UE.
· Note: Rel-16 procedure can be reused to handle this case.
· For Type-2 HARQ-ACK codebook generation, UE reports NACK for the PDSCH.
· FFS on HARQ-ACK bit ordering
· Note: Codebook generation in case time domain bundling is enabled can be separately discussed if time domain bundling is supported.
Agreement:
For generating type-2 HARQ-ACK codebook corresponding to a DCI that can schedule multiple PDSCHs,
· HARQ-ACK bit corresponding to SPS PDSCH release or SCell dormancy indication without scheduled PDSCH, belongs to the first sub-codebook (which is defined in the previous agreement made in RAN1#105-e)

Agreement:
For two multi-PDSCH (or two multi-PUSCH) scheduling DCIs, UE does not expect any of the scheduled PDSCHs (or PUSCHs) and the scheduling DCI to lead to out-of-order scheduling.
· FFS: whether to allow OOO scheduling for the following two cases:
· for the case of one multi-PDSCH (or multi-PUSCH) scheduling DCI and one single-PDSCH (or single-PUSCH) scheduling DCI, where multi-PDSCH (or multi-PUSCH) scheduling DCI schedules more than one PDSCH (or PUSCH)
· for the case where two multi-PDSCH (or multi-PUSCH) scheduling DCIs end in the same symbol but two multi-PDSCH (or multi-PUSCH) scheduling DCIs have overlapping spans, where the span is defined from the beginning of the first scheduled SLIV till the end of the last scheduled SLIV
· Note: The above FFS aspect applies only to multi-PDSCH and multi-PUSCH scheduling with single DCI

[bookmark: _Hlk85573509]Agreement:
For multiple PDSCHs (or PUSCHs) scheduled by a single DCI,
· Rel-15/16 behavior that is described in TS 38.213 Clauses 11 and 11.1 for a PDSCH (or PUSCH) indicated by DCI also applies for multiple PDSCHs (or PUSCHs) schedule by a single DCI.
· If one of multiple PDSCHs (or PUSCHs) scheduled by the DCI collides with a flexible symbol (indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated),
· If that PUSCH is collided with SSB symbols indicated by ssb-PositionsInBurst [or symbol(s) indicated by pdcch-ConfigSIB1 in MIB for a CORESET for Type0-PDCCH CSS set], the HARQ process number increment is skipped for the PUSCH.
· Otherwise, the HARQ process number increment is not skipped for that PDSCH (or PUSCH).
Conclusion:
For a DCI that can scheduled multiple PDSCHs (or PUSCHs), HARQ process number indicated in the DCI is applied to the first valid PDSCH (or PUSCH).
· Note: This is the consequence of previous agreements.

Agreement:
For single TRP operation, for 480/960 kHz SCS,
· A UE does not expect to be scheduled with more than one unicast PDSCH in a slot, by a single DCI or multiple DCIs.
· A UE does not expect to be scheduled with more than one PUSCH in a slot, by a single DCI or multiple DCIs.

Agreement:
For a DCI that can schedule multiple PDSCHs, and if RRC parameter configures that two codeword transmission is enabled,
· MCS for the 2nd TB: This appears only once in the DCI and applies commonly to the 2nd TB of each PDSCH
· NDI for the 2nd TB: This is signaled per PDSCH and applies to the 2nd TB of each PDSCH
· RV for the 2nd TB: This is signaled per PDSCH, with 2 bits if only a single PDSCH is scheduled or 1 bit for each PDSCH otherwise and applies to the 2nd TB of each PDSCH
· FFS: the maximum number of PDSCHs when 2 TB is enabled or when 2 TB is scheduled



In this contribution, we present our view on PDSCH and PUSCH enhancements, with primary focus on multi-PUSCH and multi-PDSCH scheduling, HARQ-ACK feedback and potential enhancements to PTRS and DMRS. 
1 [bookmark: _Hlk61590282]Multi-PDSCH/PUSCH scheduling 
CBG based transmission
For FR2-2, it is envisioned relatively large transport block size can be supported even in case when more than one PDSCHs or PUSCHs are scheduled, which can help achieve much higher data rate. In this regard, CBG based operation for multi-PDSCH/PUSCH scheduling is beneficial in term of improving overall system level spectrum efficiency, given the fact that unused resources which are released from the correctly received data can be allocated for other DL or UL transmission.  
At the RAN1#105-e meeting, it was agreed that for 120kHz subcarrier spacing, for multi-PUSCH scheduling, if CBG based transmission is configured, CBGTI field is present when single PUSCH is scheduled and is not present when more than one PUSCHs are scheduled [2]. In our view, same mechanism can be reused for multi-PDSCH scheduling, e.g., CBG based transmission is supported for multi-PDSCH scheduling when a single PDSCH is scheduled. Further, this can also be extended to the case when 480/960kHz subcarrier spacing is used for data transmission. 
Based on the discussions above, for multi-PDSCH/PUSCH scheduling, CBG based transmission is supported for 120/480/960kHz subcarrier spacing when a single PDSCH/PUSCH is scheduled.
Proposal 1	
· For multi-PDSCH/PUSCH scheduling, CBG based transmission is supported for 120/480/960kHz subcarrier spacing when a single PDSCH/PUSCH is scheduled. 

HARQ process number determination
At the RAN1#106b-e meeting, it was agreed that if one of multiple PDSCHs (or PUSCHs) scheduled by the DCI collides with a flexible symbol (indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated), and if that PUSCH is collided with SSB symbols indicated by ssb-PositionsInBurst, the HARQ process number increment is skipped for the PUSCH. Otherwise, the HARQ process number increment is not skipped for that PDSCH (or PUSCH). Further, it is FFS whether CORESET with Type0-PDCCH CSS set can be used to determine scheduled PUSCH is valid [1]. 
Note that the following specification was defined in Rel-15 for the set of symbols indicated for a CORESET with Type0-PDCCH CSS set. Based on this text, this indicates that gNB scheduler needs to ensure that there is no collision between scheduled PUSCH and flexible symbols indicated for CORESET with Type0-PDCCH CSS set. In other words, UE can still transmit the PUSCH on the flexible symbols which are indicated for CORESET with Type0-PDCCH CSS set. 
	For a set of symbols of a slot indicated to a UE by pdcch-ConfigSIB1 in MIB for a CORESET for Type0-PDCCH CSS set, the UE does not expect the set of symbols to be indicated as uplink by tdd-UL-DL-ConfigurationCommon, or tdd-UL-DL-ConfigurationDedicated.


Same design principle can also be applied for multi-PUSCH scheduling. Given that UE can still transmit PUSCH on the flexible symbols indicated for CORESET with Type0-PDCCH CSS set, the scheduled PUSCH is valid and the HARQ process number increment is not skipped for the PUSCH.
Proposal 2
· If a PUSCH is collided with symbol(s) indicated by pdcch-ConfigSIB1 in MIB for a CORESET for Type0-PDCCH CSS set, the HARQ process number increment is not skipped for the PUSCH.

Another issue for HARQ process number determination is whether and how to avoid the HARQ process number collision between SPS PDSCH/CG PUSCH and DG PDSCH/PUSCH. In Rel-15, if gNB schedules a DG PDSCH/PUSCH using a HARQ process number configured for SPS PDSCH/CG PUSCH, gNB should ensure the corresponding timeline is met, e.g., the PDCCH scheduling DG PUSCH should come at least N2 symbols before the CG PUSCH using the same HARQ process number. For multi-PDSCH/PUSCH scheduling, gNB can also schedule a DG PDSCH/PUSCH using a HARQ process number assigned for SPS PDSCH/CG PUSCH as long as the same timeline as Rel-15 is met. There would be more scheduling restriction for multi-PDSCH/PUSCH scheduling than single PDSCH/PUSCH scheduling. However, considering larger number of HARQ processes is supported, the restriction can be marginal. 
 Proposal 3
· A HARQ process number configured for SPS PDSCH/CG PUSCH can be allocated to a PDSCH/PUSCH of multi-PDSCH/PUSCH scheduling, as long as the timeline is met. 

DCI content
At the RAN1#106b-e meeting, it was agreed that when RRC parameter configures that two codeword transmission is enabled, MCS, NDI and RV for the 2nd TB are included in the DCI. Further, similar mechanisms for signaling of MCS, NDI and RV for 1st TB are reused for that of 2nd TB. In addition, it is FFS the maximum number of PDSCHs when 2 TB is enabled or when 2 TB is scheduled [1]. 
For multi-PDSCH scheduling, as the number of PDSCHs is configured in the TDRA table, gNB may configure an appropriate maximum number of PDSCHs in case when 2 TBs are enabled, which may depend on the channel condition for a given UE. For instance, for cell center UEs, gNB may configure maximum 8 PDSCHs in case of multi-PDSCH scheduling for both 1 TB and 2 TBs case, where the DCI overhead may not be an issue in term of link budget. 
Note that, if the maximum number of PDSCHs is limited to a much smaller value when gNB configures 2 TBs, e.g., up to 2 PDSCHs, and the same maximum number of PDSCHs is applied for both 1 scheduled TB and 2 scheduled TBs, this would lead to undesirable scheduling restriction for 1 scheduled TB. If different maximum number of PDSCHs is applied for 1 scheduled TB and 2 scheduled TBs, UE may need to perform additional checking to determine the NDI/RV, which may complicate the UE implementation. Hence, in our view, same maximum number of PDSCHs is applied for 1 TB and 2 TBs case for multi-PDSCH scheduling. 
For FR2-2, given the fact that contiguous frequency domain resource allocation for uplink transmission is considered, intra-slot frequency hopping can be supported in order to exploit the benefit of frequency diversity in case of multi-PUSCH scheduling. Hence, in our view, intra-slot frequency hopping can be supported for the scheduled PUSCHs. 
In addition, enhancement on FDRA, e.g., by increasing RBG size or changing allocation granularity may not be needed as relatively small number of PRBs for resource allocation can be possible for higher carrier frequency. 
Proposal 4
· [bookmark: _Hlk67293649]For multi-PDSCH scheduling, 
· Up to 8 PDSCHs can be configured and scheduled for 2 TBs. 
· For multi-PUSCH scheduling, 
· Support intra-slot frequency hopping for scheduled PUSCHs.
· Do not support enhancement on FDRA.

Out-of-order handling
The Out-of-order (OOO) handling in NR is to restrict the relative timing among two PDCCHs and the scheduled PDSCHs/PUSCHs. With multi-PDSCH/PUSCH scheduling, one PDCCH can schedule multiple PDSCHs or PUSCHs. Therefore, it needs clarification how to apply the OOO handling to multi-PDSCH/PUSCH scheduling. 
	For any two HARQ process IDs in a given scheduled cell, if the UE is scheduled to start receiving a first PDSCH starting in symbol j by a PDCCH ending in symbol i, the UE is not expected to be scheduled to receive a PDSCH starting earlier than the end of the first PDSCH with a PDCCH that ends later than symbol i.
…
for any two HARQ process IDs in a given scheduled cell, if the UE is scheduled to start a first PUSCH transmission starting in symbol j by a PDCCH ending in symbol i, the UE is not expected to be scheduled to transmit a PUSCH starting earlier than the end of the first PUSCH by a PDCCH that ends later than symbol i.


A first issue is how to understand ‘PDSCH’ or ‘PUSCH’ in the cited existing specification under multi-PDSCH/PUSCH scheduling. In our understanding, each SLIV of a row in the TDRA table is associated with a PDSCH or PUSCH. Figure  provides 4 examples on the relative timing of PDCCH/PDSCH. It is assumed each DCI schedules 3 PDSCHs in Case A/B. The existing OOO handling rule determines Case B as invalid case. However, there is no real difference for a UE to receive the multiple PDSCHs of Case A/B since the multiple PDSCHs are multiplexed in same manner. Therefore, it is reasonable to adopt same handling rule for Case A&B. We prefer to treat both Case A&B as invalid scheduling. 
In Case C/D, the DCI 1 still schedules 3 PDSCHs or PUSCHs, while DCI 2 only schedules single PDSCH or PUSCH. Similar as Case A/B, it is preferred to define same handling for Case C/D too. The existing OOO handling rule determines Case D as invalid. Therefore, we prefer to define Case C as invalid too.


[bookmark: _Ref84024321]Figure . Relative timing between two PDCCHs and the scheduled PDSCHs
Another Out-of-order (OOO) handling in NR is to restrict the relative timing among two PDSCHs and PUCCHs with HARQ-ACK for the PDSCHs as cited below. With multi-PDSCH scheduling, one PDCCH can schedule multiple PDSCHs and HARQ-ACK of the PDSCHs are in the same PUCCH. It needs clarification how to apply the OOO handling to multi-PDSCH scheduling.  
	In a given scheduled cell, the UE is not expected to receive a first PDSCH in slot i, with the corresponding HARQ-ACK assigned to be transmitted in slot j, and a second PDSCH starting later than the first PDSCH with its corresponding HARQ-ACK assigned to be transmitted in a slot before slot j.



Based on the discussion for PDCCH to PDSCH OOO and existing OOO rule for PDSCH to PUCCH as above, for two scheduled PDSCHs by different PDCCH, it is clear that UE does not expect a PUCCH associated with a later PDSCH comes earlier than a PUCCH associated with an earlier PDSCH. In case of two PDSCHs with one PDSCH is scheduled by DCI and the other is SPS PDSCH, some clarification may be needed. To avoid violation of existing PDSCH to PUCCH OOO, if SPS PDSCH is in the middle of a set of PDSCHs scheduled by a single DCI, the PUCCH for SPS PDSCH should be the same PUCCH for the scheduled PDSCHs. Therefore, case F and G is valid while case H and I is invalid. 


Figure 3. Relative timing between two PDSCHs and PUCCHs
It is noted that the cases discussed above except case A/C is already well-covered by existing OOO rules, no additional specification is needed for case B/D/F/G/H/I, while minor modification is needed to cover case A/C for multi-PDSCH/PUSCH scheduling.  
Proposal 5
· For two PDCCHs and the associated PDSCH(s) and PUSCH(s), if at least one PDCCH is scheduling multiple PDSCHs/PUSCHs, referring to Figure 2,
· Case A/B/C/D are invalid; 
· The existing specification should be updated to reflect that Case A/C are invalid 
· For two PDSCHs and associated PUCCH, if at least one PDSCH is of multiple PDSCHs/PUSCHs, referring to Figure 3,
· Case F/G are valid, and Case H/I is invalid. 
· The existing specification is sufficient for cases F/G/H/I. 
2 HARQ-ACK feedback
A UE requiring high DL throughput is not necessarily good in UL channel condition. Therefore, certain bundling scheme can be considered to reduce HARQ-ACK payload size. If two TBs per PDSCH are configured, i.e. MIMO transmission with more than 4 layers is applied, HARQ-ACK spatial bundling can be considered. The existing RRC configuration on spatial bundling can be reused. In system operating between 52.6GHz and 71GHz carrier frequency, the slot or one PDSCH transmission is very short. For instance, slot duration for 960kHz subcarrier spacing is approximately 15.60µs. This indicates that consecutive PDSCHs may very likely experience similar channel conditions. In this case, for multi-PDSCH scheduling, it is desirable to consider time domain bundling of HARQ-ACKs, which can also help to further reduce the HARQ-ACK codebook size. 
The PDSCHs associated with the HARQ-ACKs that are time bundled should be scheduled by the same DCI. By this way, the PDSCHs are received or missed in same manner, which avoids any confusion of the set of HARQ-ACKs to be bunded in time. The maximum number of bundled bits that is associated with a DCI can be configured by high layer. 
In last RAN1 meeting, it was agreed as working assumption that CBG operation and multi-PDSCH scheduling cannot be simultaneously configured in the same PUCCH cell group for Type-2 HARQ-ACK codebook. The working assumption applies no matter time bundling is supported or not supported. In fact, time bundling targets to reduce the HARQ-ACK codebook size to improve the reliability of PUCCH with sacrifice of DL throughput. On the other hand, CBG transmission is to increase the DL throughput using a large HARQ-ACK payload size. The design principles of the two features conflict completely. As a background, the existing NR doesn’t support the simultaneous configuration of spatial bundling and CBG transmission in the same PUCCH cell group. Therefore, we prefer to confirm the work assumption that UE does not expect to be configured with both of CBG operation and multi-PDSCH scheduling in the same PUCCH cell group with a Type 2 codebook. The above analysis on time bundling and CBG transmission applies to Type-1 HARQ-ACK codebook too. On the other hand, if time bundling is not configured, CBG operation and multi-PDSCH scheduling may be configured in the same PUCCH cell group with a Type 1 codebook. 
Proposal 6
· Time domain bundling is supported in HARQ-ACK transmission. 
· The PDSCHs associated with the HARQ-ACKs that are time bundled should be scheduled by the same DCI.
· The maximum number of PDSCHs for which HARQ-ACKs are bundled can be configured by high layer.
· UE does not expect to be configured with both of CBG operation and time domain bundling for multi-PDSCH scheduling in the same PUCCH cell group.
· Confirm the work assumption that UE does not expect to be configured with both of CBG operation and multi-PDSCH scheduling in the same PUCCH cell group with a Type 2 codebook.

Type-1 HARQ-ACK codebook with time bundling
Type-1 HARQ-ACK codebook, especially the design agreed in last RAN1 meeting, has a large HARQ-ACK codebook size. Therefore, it is desirable to consider a design for overhead reduction. Spatial bundling and/or time bundling can apply. For each row in the TDRA table, one or more bundled HARQ-ACKs can be determined. Denoted the number of SLIVs of the row as M, denote the number of PDSCHs for which HARQ-ACKs are bundled as X, the number of bundled HARQ-ACK for the row is . Consequently, the row with M SLIVs can be represented by a row with N SLIVs. In other words, a modified TDRA table is obtained which can be used in Type-1 HARQ-ACK codebook generation. Each of the N SLIVs corresponds to a bundled HARQ-ACK of the row. The N selected SLIVs can be any N SLIVs of the row. Since time bundling is introduced for HARQ-ACK codebook size reduction, we prefer to maximize occasion sharing in the codebook, which can be achieved by managing the selected SLIVs of each row for a K1 value. Specifically, it is beneficial that the selected SLIVs of each row in TDRA table for each K1 value can be mapped to the same slot(s).
Figure  illustrates one example for generation of Type-1 HARQ-ACK codebook with time bundling with K1 set {3, 1}. It assumes that the bundled occasions are allocated in a decreasing order of K1. The TDRA table contains 4 rows which respectively contains 1, 4, 6 and 8 SLIVs. For K1=3, it is straightforward the selected SLIV(s) of a row is the last or last two SLIVs of the row. For K1=1, the selected SLIVs can be determined referring to the already determined slots with selected SLIVs for K1=3. Finally, all selected SLIVs considering all rows in TDRA table and all K1 values reside in 3 slots, i.e., slot n-4, n-3 and n-1. By reusing Rel-16 Type-1 HARQ-ACK codebook generation, one or multiple occasions are generated for each slot of slot n-4, n-3 and n-1. 

[bookmark: _Ref84022877]Figure . Type-1 HARQ-ACK codebook with time bundling
Proposal 7
· For Type-1 HARQ-ACK codebook with time domain bundling 
· For each row in TDRA table, N SLIVs are selected and associated with N bundled HARQ-ACK of the row. 
· It is beneficial that the selected SLIVs of each row in TDRA table for each K1 value can be mapped to the same slot(s).
· A modified TDRA table can be obtained with each row only containing the N selected SLIVs.
· Rel-16 Type-1 HARQ-ACK codebook generation can be applied based on the modified TDRA table.

Type-2 HARQ-ACK codebook with time bundling
Time domain bundling can be easily incorporated into Type-2 HARQ-ACK codebook. In general, the number of bundled HARQ-ACK bits can be derived for each DCI. A first issue is to determine the number of sub-codebooks. If the maximum number of bundled HARQ-ACK per DCI is one, single HARQ-ACK codebook can be used. Otherwise, two sub-codebooks are generated. In the latter case, a second issue is which sub-codebook should be used to carry bundled bit(s) associated with a DCI. If the actual number of bundled bits is 1 for a DCI, the first sub-codebook is used to carry the bundled HARQ-ACK for the DCI. Otherwise, the second sub-codebook is used. For the second sub-codebook, the number of bits per DCI is determined by the maximum number of bundled HARQ-ACK bits per DCI in all configured cells. This is to align the sub-codebook generation when time bundling is not configured. 
Proposal 8
· For Type-2 HARQ-ACK codebook with time domain bundling, 
· If the maximum number of bundled HARQ-ACK per DCI is one, single HARQ-ACK codebook can be used. Otherwise, two sub-codebooks are generated. 
· When two sub-codebooks are used, if the actual number of bundled bits is 1 for a DCI, the first sub-codebook is used to carry the bundled HARQ-ACK for the DCI. Otherwise, the second sub-codebook is used.

Type-3 HARQ-ACK codebook with time bundling
Type-3 HARQ-ACK codebook was introduced in Rel-16 which is to provide HARQ-ACK feedback for all the HARQ processes. It has the benefit of fixed codebook size. However, it has the drawback of large overhead. In addition to spatial bundling, time bundling can apply to Type-3 codebook too. The HARQ-ACK for adjacent HARQ processes may be time bundled. This operation fits well with multi-PDSCH scheduling by a DCI. As it is already agreed that the multiple PDSCHs scheduled by a DCI will use consecutive HARQ process ID starting from the value indicated by the DCI, it is practical to guarantee that the bundled HARQ-ACK bits are corresponding to the PDSCHs scheduled by the same DCI. 
Proposal 9
· Time domain bundling can be applied to Type-3 HARQ-ACK codebook. 
· HARQ-ACK bits of adjacent HARQ process IDs that are scheduled by the same DCI can be bundled. 

3 PTRS Enhancements
Phase noise is one of the main performance limiting factors in FR2-2 comparing to the lower NR bands. Given the agreement made at RAN1#103-e, the complete support of system operation at SCS 120kHz is mandatory for FR2-2 devices. At the same time the conclusions that PT-RS enhancements for FR2-2 are not supported in Rel-17 was made at RAN1#106-e [1]. As we showed in our previous contributions [3][4][5][6], ensuring the support of all 64QAM MCSs and transmission ranks is challenging without PT-RS enhancements, even if the advanced de-ICI filtering method [3] is applied at the receiver. High MCSs may require a combination of several receiver implementation techniques to be supported with rank 2 Tx, some MCSs may not be supported in a practical implementation at all. Therefore, a UE capability of supporting certain MCS/rank combinations is needed in FR2-2. 
Existing UE capability signaling, supportedModulationOrderDL,  supportedModulationOrderUL, scalingFactor, are not adequate to allow UE to indicate that it cannot support specific modulation. This is because the existing modulation order indication is only used to determine the max data rate [8, Sec. 4.1.2] and not used to explicitly limit MCSs that the gNB can use for scheduling. The following is the description for supportedModulationOrderDL, supportedModulationOrderUL and scalingFactor.
	supportedModulationOrderDL
	Indicates the maximum supported modulation order to be applied for downlink in the carrier in the max data rate calculation as defined in 4.1.2. If included, the network may use a modulation order on this serving cell which is higher than the value indicated in this field as long as UE supports the modulation of higher value for downlink. If not included: 
- for FR1, the network uses the modulation order signalled in pdsch-256QAM-FR1. 
- for FR2, the network uses the modulation order signalled per band i.e. pdsch-256QAM-FR2 if signalled. If not signalled in a given band, the network shall use the modulation order 64QAM. 
In all the cases, it shall be ensured that the data rate does not exceed the max data rate (DataRate) and max data rate per CC (DataRateCC) according to TS 38.214. 

	supportedModulationOrderUL
	Indicates the maximum supported modulation order to be applied for uplink in the carrier in the max data rate calculation as defined in 4.1.2. If included, the network may use a modulation order on this serving cell which is higher than the value indicated in this field as long as UE supports the modulation of higher value for uplink. If not included,
- for FR1 and FR2, the network uses the modulation order signalled per band i.e. pusch-256QAM if signalled. If not signalled in a given band, the network shall use the modulation order 64QAM.
In all the cases, it shall be ensured that the data rate does not exceed the max data rate (DataRate) and max data rate per CC (DataRateCC) according to TS 38.214.

	scalingFactor
	Indicates the scaling factor to be applied to the band in the max data rate calculation as defined in 4.1.2. Value f0p4 indicates the scaling factor 0.4, f0p75 indicates 0.75, and so on. If absent, the scaling factor 1 is applied to the band in the max data rate calculation.


The specification only ensures UE’s data processing capability is respected by gNB. In particular, UE is not required to handle PxSCH(s) transmissions if the scheduled transmission configuration leads to exceeding the max data rate [9, Sec. 6.1.4]. However, the current set of UE capabilities is not designed to ensure gNB respects the capability to cancel phase noise. The max data rate is determined under the assumption of the fixed (maximal) FDRA  and fixed (maximal) number of MIMO layers . The reported scalingFactor, supportedModulationOrderDL, supportedModulationOrderUL can somewhat restrict the scheduling of some high MCSs for that FDRA and number of layers. But in case of smaller space/frequency allocation, the max data rate won’t limit the MCS set appropriately. The intentional reporting of lower scalingFactor, supportedModulationOrderDL, supportedModulationOrderUL values would unnecessarily restrict the data rate for the large allocations, which would lead to underutilization of the spectrum. Therefore, the group should consider introduction of a new UE capability, and RAN1 specification [9, Sec. 6.1.4] change that will explicitly limit the set of MCSs available for scheduling based on the UE capability.
We think the decision on the new UE capability should be made in RAN1, because it is needed from RAN1 perspective and it requires changes to RAN1 specification. The cell throughput can benefit from gNB knowing the set of MCS it can schedule for each of the UEs, reducing the number of unnecessary retransmissions. Moreover, a scheduler operation could be significantly complicated, if gNB does not know which MCSs are not supported by a UE when gNB adjusts allocated power and RB allocation, and adapts MCS according to traffic/QoS needs.
Based on the discussion, we propose to introduce UE capability on supporting high MCS/rank combinations in FR2-2. Further details are found in our companion contribution on UE features for 60 GHz [10].
Proposal 10:	RAN1 to introduce UE capability of supporting high MCS/rank combinations in FR2-2. 
In our view, the capability indication should be in a form of the maximum supported MCS index for each {SCS, rank} combination supported in FR2-2. The set of UE receiver implementations allowed in FR2-2 system can be restricted by defining a range [X, … 28] of maximal MCS indices allowed to report for each {SCS, rank} combination. Based on our previous research [6], some potential maximal MCS ranges can be [23, … 28] for {120kHz, rank 1}, [18, … 28] for {120kHz, rank 2}, [27, … 28] for {960kHz, rank 1}, [22, … 28] for {960kHz, rank 2}.

Observation 1:	the maximal supported MCS indices reported as the UE capability can be in the range of [23, … 28] for {120kHz, rank 1}, [18, … 28] for {120kHz, rank 2}, [27, … 28] for {960kHz, rank 1}, [22, … 28] for {960kHz, rank 2}. 
In our view, the final values of X should be decided by RAN4 for each {SCS, rank} based on the set of reference hardware implementations the vendors consider. In order to inform RAN4 about the modification of the UE capability needed, RAN1 should send the liaison statement to RAN4.
Proposal 11:	RAN1 to send LS to RAN4 about the modification needed for the UE capability of supporting high MCS/rank combinations in FR2-2. 
4 Conclusions
In this contribution, we discussed enhancements for PDSCH and PUSCH for NR extensions up to 71 GHz. The following is a summary of the proposals:
Proposal 1	
· For multi-PDSCH/PUSCH scheduling, CBG based transmission is supported for 120/480/960kHz subcarrier spacing when a single PDSCH/PUSCH is scheduled. 
Proposal 2
· If a PUSCH is collided with symbol(s) indicated by pdcch-ConfigSIB1 in MIB for a CORESET for Type0-PDCCH CSS set, the HARQ process number increment is not skipped for the PUSCH.
Proposal 3
· A HARQ process number configured for SPS PDSCH/CG PUSCH can be allocated to a PDSCH/PUSCH of multi-PDSCH/PUSCH scheduling, as long as the timeline is met. 
Proposal 4
· For multi-PDSCH scheduling, 
· Up to 8 PDSCHs can be configured and scheduled for 2 TBs. 
· For multi-PUSCH scheduling, 
· Support intra-slot frequency hopping for scheduled PUSCHs.
· Do not support enhancement on FDRA.
Proposal 5
· For two PDCCHs and the associated PDSCH(s) and PUSCH(s), if at least one PDCCH is scheduling multiple PDSCHs/PUSCHs, referring to Figure 2,
· Case A/B/C/D are invalid; 
· The existing specification should be updated to reflect that Case A/C are invalid 
· For two PDSCHs and associated PUCCH, if at least one PDSCH is of multiple PDSCHs/PUSCHs, referring to Figure 3,
· Case F/G are valid, and Case H/I is invalid. 
· The existing specification is sufficient for cases F/G/H/I. 
Proposal 6
· Time domain bundling is supported in HARQ-ACK transmission. 
· The PDSCHs associated with the HARQ-ACKs that are time bundled should be scheduled by the same DCI.
· The maximum number of PDSCHs for which HARQ-ACKs are bundled can be configured by high layer.
· UE does not expect to be configured with both of CBG operation and time domain bundling for multi-PDSCH scheduling in the same PUCCH cell group.
· Confirm the work assumption that UE does not expect to be configured with both of CBG operation and multi-PDSCH scheduling in the same PUCCH cell group with a Type 2 codebook.
Proposal 7
· For Type-1 HARQ-ACK codebook with time domain bundling 
· For each row in TDRA table, N SLIVs are selected and associated with N bundled HARQ-ACK of the row. 
· It is beneficial that the selected SLIVs of each row in TDRA table for each K1 value can be mapped to the same slot(s).
· A modified TDRA table can be obtained with each row only containing the N selected SLIVs.
· Rel-16 Type-1 HARQ-ACK codebook generation can be applied based on the modified TDRA table.
Proposal 8
· For Type-2 HARQ-ACK codebook with time domain bundling, 
· If the maximum number of bundled HARQ-ACK per DCI is one, single HARQ-ACK codebook can be used. Otherwise, two sub-codebooks are generated. 
· When two sub-codebooks are used, if the actual number of bundled bits is 1 for a DCI, the first sub-codebook is used to carry the bundled HARQ-ACK for the DCI. Otherwise, the second sub-codebook is used.
Proposal 9
· Time domain bundling can be applied to Type-3 HARQ-ACK codebook. 
· HARQ-ACK bits of adjacent HARQ process IDs that are scheduled by the same DCI can be bundled. 

Proposal 10:	RAN1 to introduce UE capability of supporting high MCS/rank combinations in FR2-2. 
Observation 1:	the maximal supported MCS indices reported as the UE capability can be in the range of [23, … 28] for {120kHz, rank 1}, [18, … 28] for {120kHz, rank 2}, [27, … 28] for {960kHz, rank 1}, [22, … 28] for {960kHz, rank 2}. 
Proposal 11:	RAN1 to send LS to RAN4 about the modification needed for the UE capability of supporting high MCS/rank combinations in FR2-2. 
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