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Introduction
In this contribution, we discuss potential enhancements to enable joint channel estimation according to the coverage enhancement work item objectives [1]:
· Specify mechanism(s) to enable joint channel estimation [RAN1, RAN4]
· Mechanism(s) to enable joint channel estimation over multiple PUSCH transmissions, based on the conditions to keep power consistency and phase continuity to be investigated and specified if necessary by RAN4 [RAN1, RAN4]
· Potential optimization of DMRS location/granularity in time domain is not precluded
· Inter-slot frequency hopping with inter-slot bundling to enable joint channel estimation [RAN1]
We first consider how the time domain window should be designed. We then discuss frequency hopping (FH), considering suitable patterns and their relation to DMRS bundles, as well as signaling. Different gNB and UE implementations, including where gNB can estimate relative phase over slots to facilitate joint channel estimation (JCE), are discussed next. Timing advance (TA) and transmit power control (TPC) aspects are also covered. Lastly, performance results on the benefit of JCE in the presence of impairments and with and without different frequency hopping patterns are given, as well as further results on the potential of gNB assisted cross slot bundling. 
Discussion
[bookmark: _Ref83923608]Time domain window design
In RAN1#106, the following details of how time domain windows for joint channel estimation can be determined were agreed:
	Working assumption:
For joint channel estimation for PUSCH repetition type A of PUSCH repetitions of the same TB, all the repetitions are covered by one or multiple consecutive/non-consecutive configured TDWs.
Ÿ   Each configured TDW consists of one or multiple consecutive physical slots.
Ÿ   The window length L of the configured TDW(s) can be explicitly configured with a single value and L is no longer than the maximum duration.
‐   FFS: The maximum value of L is the duration of all repetitions
‐   FFS: Solutions to error propagation issue if for L is longer than the maximum duration is to be discussed further.
‐   FFS: The window length L is configured per UL BWP
�   The start of the first configured TDW is the first PUSCH transmission
‐   FFS: The first available slot/symbol, or the first physical slot/symbol for the first PUSCH transmission.
�   The start of other configured TDWs can be implicitly determined prior to first repetition.
‐   FFS: The configured TDWs are consecutive for paired spectrum/SUL band
‐   FFS: The start of the configured TDWs for unpaired spectrum is implicitly determined based on semi-static DL/UL configuration.
�   The end of the last configured TDW is the end of the last PUSCH transmission.
‐   FFS: The end of the configured TDW is the last available slot/symbol, or the last physical slot/symbol for the last PUSCH transmission.
�   Within one configured TDW, one or multiple actual TDWs can be implicitly determined:
‐   The start of the first actual TDW is the first PUSCH transmission within the configured TDW.
o    FFS: The first available slot/symbol, or the first physical slot/symbol for the first PUSCH transmission.
‐   After one actual TDW starts, UE is expected to maintain the power consistency and phase continuity until one of the following conditions is met, then the actual TDW is ended.
o    The actual TDW reaches the end of the last PUSCH transmission within the configured TDW.
ü  FFS: The end of the actual TDW is the last available slot/symbol, or the last physical slot/symbol for the last PUSCH transmission.
o    An event occurs that violates power consistency and phase continuity
ü  FFS: The events may include e.g., a DL slot based on DL/UL configuration for unpaired spectrum, the actual TDW reaches the maximum duration, DL reception/monitoring occasion for unpaired spectrum, high priority transmission, frequency hopping, precoder cycling.
ü  FFS: The end of the actual TDW is the last available slot/symbol of the PUSCH transmission right before an event such that the power consistency and phase continuity are violated.
‐   If the power consistency and phase continuity are violated due to an event, whether a new actual TDW is created is subject to UE capability of supporting restarting DMRS bundling.
o    If UE is capable of restarting DM-RS bundling, one new actual TDW is created after the event,
ü  FFS: The start of the new actual TDW is the first available slot/symbol for PUSCH transmission after the event.
o    If UE is not capable of restarting DM-RS bundling, no new actual TDW is created until the end of the configured TDW.
o    FFS: UE capability of restarting DMRS bundling is applied only to dynamic event or not
Note 1: A ‘configured TDW’ refers to a time domain window whose length can be configured to ‘L’ and whose start and end is determined as described above.
Note 2: An ‘actual TDW’ refers to a time domain window during whose entire duration the DM-RS bundling is actually applied. An ‘actual TDW’ duration is always less than or equal to the ‘configure TDW’ duration.
Note 3: Whether the terms ‘configured TDW’ and ‘actual TDW’ are revised to other terms and if such terminology is used in specifications is to be further discussed.



One key part of the agreement above is that for events that break continuity/consistency it is a UE capability to restart DMRS bundling and create a new actual TDW after the event. Restarting DMRS bundling has the advantage that it can substantially increase the amount of JCE that can be performed. This is illustrated in Figure 1 for an FDD case with 8 repetitions and a window length L = 8. Nominally, JCE across 8 slots is possible, as shown in panel (a). When a continuity/consistency -breaking event X is present in T1, restarting the window still allows for JCE over 6 transmissions (see panel (b)), while if not restarting the window, there is no opportunity at all for JCE (panel (c)) . There are hence substantial gains to be expected from restarting the window. 
Observation 1:
· [bookmark: _Hlk83980006]Splitting a configured TDW into actual TDWs after events that break continuity/consistency and restarting DMRS bundling has the potential to allow larger JCE gains than not splitting the TDW and losing continuity/consistency for the remainder of the TDW.
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[bookmark: _Ref83925664]Figure 1. Comparison of amount of JCE with and without a continuity/consistency-breaking event X, with or without window restart
Concerns have been raised that there may be misunderstandings between UE and gNB about where continuity/consistency-breaking events occur, e.g. due to DCI signaling errors, and that this may cause issues. A case where the UE misses DCI is illustrated below.  Here there is an 8 slot PUSCH, covered by two ‘configured’ TDWs of length 4, when an event occurs in the first TDW in T1.  The gNB will coherently combine transmissions T2 & T3 and T4-T7, while the UE will either skip coherence or maintain coherence for T1 depending on if successfully receives DCI scheduling the event.

Therefore, we can see that if the UE misses a DCI indicating the presence of an event, the only result is that the UE maintains continuity/consistency without the gNB taking advantage of it (which the gNB anyway could not have done even if the DCI had been correctly received by the UE). It is not possible for the gNB to combine slots for which coherence is not maintained, since signaling only indicates events that break coherence, and since the actual windows can only shrink rather than shifting in time compared to the configured windows. Hence, such a missed DCI is not an issue from JCE perspective. 
Regarding the FFS point below, if exceeding the maximum duration is an event, it is known to the gNB, and the same behavior occurs as for the figure above.  There is no error propagation, since the actual windows do not shift in time.
‐   FFS: Solutions to error propagation issue if for L is longer than the maximum duration is to be discussed further.
Observation 2:
· Missed signaling identifying an event does not reduce JCE performance compared to when the signaling is successfully received, nor suffer from error propagation.
· Events always break coherence/continuity
· ‘Actual’ windows do not shift in time compared to ‘configured’ windows
One major open point is how to define the window length L.  According to agreements, the configured TDWs start with the first PUSCH repetition, and end with the last PUSCH repetition.  Therefore, if one TDW is configured, the configured TDW length in this case is determined according to the scheduled PUSCH.  On the other hand, a single value of the length L can (but not must) be configured.   If the maximum duration values defined by RAN4 are small enough, they could be smaller than the maximum length of a repeated PUSCH, in which case L can be selected to match the maximum duration.  
Proposal 1:
· If not explicitly configured, the length L of the configured TDW is the scheduled duration of the repeated PUSCH
Regarding the FFS on the event definition below, two alternatives: use semi-static parameters (DL/UL configuration, maximum window duration, etc.) to define the configured TDW length, or define the configured TDW length strictly as the length L, and then use semi-static parameters as events.  We prefer the latter alternative, since we otherwise have a more complicated TDW definition for both configured and actual TDWs as compared to only defining events for the actual TDW.
o    An event occurs that violates power consistency and phase continuity
ü  FFS: The events may include e.g., a DL slot based on DL/UL configuration for unpaired spectrum, the actual TDW reaches the maximum duration, DL reception/monitoring occasion for unpaired spectrum, high priority transmission, frequency hopping, precoder cycling.
Observation 3:
· Adjusting an RRC configured TDW length value L according to semi-static conditions as well as defining conditions for events that create actual windows complicates specifications more than including the semi-static conditions as events and not adjusting the RRC configured value L.
Proposal 2:
· If the length L of the configured TDW is explicitly configured, the configured TDW length is not adjusted by other signaled parameters
[bookmark: _Ref83993626]Relation between frequency hopping and time domain window
Agreements:
· For inter-slot frequency hopping with inter-slot bundling, down select on the following two options:
· Option 1: The bundle size (time domain hopping interval) equals to the time domain window size.
· Option 2: The bundle size (time domain hopping interval) can be different from the time domain window size.
· FFS: Whether the bundle size (time domain hopping interval) is explicitly configured or implicitly determined.
· FFS: Whether/How the bundle size (time domain hopping interval) is defined separately for FDD and TDD.
· FFS: relation between the bundle size (time domain hopping interval) and the time domain window size

While there are certainly situations where it is beneficial to make a frequency hopping (FH) bundle equal a time domain window (if any), it may be unnecessarily restrictive to always enforce this relation, or any other interdependence. For example, from a system perspective, frequency hopping patterns may have to be coordinated with other UEs in the system, which would effectively impose interdependencies between UEs also regarding time domain window locations in time. 
Moreover, in our view, the issue to be solved is more what the frequency hopping pattern should be to best exploit the phase coherence available from UE capability and given power consistency and phase continuity constraints, etc. Whether gNB uses joint channel estimation is up to gNB implementation, and can be decided on e.g. the slots that can be bundled given the hopping pattern used by a UE. Therefore, we do not see a need to specifically configure a frequency hopping bundle, but using new frequency hopping patterns that enable more slots to be bundled may be beneficial.
For example, from the perspective of joint channel estimation over multiple slots, e.g. 8 repetitions, there should not be a frequency hop at every slot, but the slots on one frequency should rather be grouped in time for maximum benefit from joint channel estimation. On the other hand, for UEs with good channel quality, there may be fewer repetitions needed, in which case hopping at every slot could be optimal. If the UE has a short time domain window for joint channel estimation, more frequent hopping may also be preferable. The same holds for UEs at high speed. Hence, there are several aspects of tradeoffs to consider between frequency hopping patterns and joint channel estimation. Not all UEs in a cell may not benefit from, or even support, joint channel estimation, but such UEs may need to use the same hopping pattern in order to make efficient use of PUSCH resource in a cell. Therefore, it would be beneficial to configure the newly defined hopping patterns for UEs not supporting DMRS bundling. Moreover, as shown in [3], TBoMS also benefits from new FH patterns.
For all these reasons, it should be possible to configure the FH configuration independently of any JCE windows, and the patterns should be configurable for all UEs, even if they do not use DMRS bundling.

Agreement:
· For Rel-17 PUSCH repetition Type A without joint channel estimation, no new inter-slot frequency hopping mechanism is introduced. 

This conclusion might appear to contradict the above agreement on not introducing any new FH mechanism for Type A repetition, but that agreement was, in our understanding, written with the intention of precluding FH patterns based on available UL slots. Also, it was well understood that frequency hopping patterns are being developed in JCE, and so discussion should be done in one place, i.e. in the context of JCE. Thus, the agreement precludes development of new patterns specifically for Type A repetition, but does not preclude use of patterns already developed for JCE also in non-JCE situations.

Observations 4 and 5: 
· Allowing the gNB to independently control the frequency hopping pattern and time domain windows separately can potentially avoid unnecessarily restricting and complicating network scheduling.
· The bundle size is gNB implementation and follows from the hopping pattern and time domain window size, and so frequency hopping bundling size does not need explicit configuration.
· Not all UEs may benefit from, or support, DMRS bundling, but such UEs should be able to hop with the same patterns used by DMRS bundling UEs in the same cell.
· Gain tradeoffs from joint channel estimation and frequency hopping can vary e.g. with speed, or on channel conditions for a given UE.

Furthermore, before it is clear what UE requirements there are on time domain windows, it is particularly difficult to determine the net gains from joint channel estimation with frequency hopping and to address such interdependencies. Hence, RAN1 should have further clarity on the UE requirements for time domain windows while considering new frequency hopping patterns to support joint channel estimation.
Proposals 3 and 4:
· Further study frequency hopping patterns, taking into account benefits of joint channel estimation and expected UE capability for time domain window size. 
· The network is able to configure the frequency hopping pattern independently from the use of joint channel estimation


Designing FH patterns supporting all these use cases may seem challenging. However, one approach that can work well in many scenarios is to base the FH pattern on system frame timing and system slots (as opposed to UL slots). For example, a simple method could be to have a hopping index that alternates between 0 and 1 every N slots, i.e. the index is 0 for N slots, then 1 for N slots, then 0 for N slots, and so on. The PRB allocation for the actually used UL slots would then be based on the hopping index value for that slot. Figure 3 illustrates how such a pattern with N = 5 makes the back-to-back slots in the typical TDD pattern DDDSUDDSUU appear on the same frequency and thus allows for JCE as desired.

One may note that this pattern creates some imbalance between index 0 and index 1, with all back-to-back slots having index 1. However, a more balanced pattern can easily be obtained by using a hopping pattern with N = 10, with an overall time shift of 5 slots, see Figure 4. 

Observations 6 and 7: 
· Appropriate FH patterns for common TDD patterns as well as for FDD can be achieved through a simple rule where a hopping index alternates between 0 and 1 every N system slots, and where the frequency resources to use for any UL slot is determined based on the hopping index for that slot.
· For achieving best balance in all scenarios, the hopping pattern could have a configurable time shift (in the unit of slots).


[image: ]
[bookmark: _Ref83924636]Figure 3. Illustration of hopping pattern for TDD pattern DDDSUDDSUU
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[bookmark: _Ref83924640]Figure 4. Illustration of more balanced hopping pattern for TDD pattern DDDSUDDSUU
It may, however, be noted that the balance is still not perfect. A perfect balance is even in principle not possible for 9 hops on two frequencies for the TDD pattern shown. However, by using 3 frequencies, perfect balance is achievable also in this case, see Figure 5. Note that the described frequency hopping approach naturally works also for 3 hops, if just the hopping index instead of alternating between 0 and 1 iterates between 0, 1, and 2 (again with an update every N slots, with N = 5 in the example in the figure). The hopping approach can be analogously extended to any number of hops.

Furthermore, as shown in Section 2.5.6, increasing the number of hops not only improves the balance, but also gives significant performance gains (~0.5dB gain @ 10% BLER and ~1.5 dB gain @ 1% BLER) thanks to increased frequency diversity. 

Observations 8–10:
· By increasing the number of hop frequencies, better balance in the frequency hopping patterns can be achieved in some scenarios
· The proposed hopping rule is straightforwardly extendible to arbitrary number of hops
· Going from 2 hops to 3 hops also gives a notable diversity gain, improving coverage further


As discussed above, it should be possible to configure the new FH patterns not only for UEs using JCE, but also for any other UEs in the network. The proposed new rule for FH pattern generation is simple but still seems to be able to work well in a wide range of cases.
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[bookmark: _Ref83924641]Figure 5. Illustration of hopping pattern over 3 frequencies, for TDD pattern DDDSUDDSUU

gNB ‘assistance’ for joint channel estimation
The simplest way to enable cross-slot channel estimation is for the UE to maintain at least phase coherence across the slots. Then, presuming the channel is sufficiently static, the gNB can directly add channel estimates together to form a better channel estimate. However, if the UE can’t maintain phase continuity as discussed above, then such simple cross-slot estimation methods are precluded.

It is also possible for the gNB to estimate the relative phase of uplink transmissions in different slots. For cross slot phase estimation to work, the phase should be sufficiently stable across the PRBs of the PUSCH transmission such that a sufficiently small number of phase corrections are possible. A simplest scenario is therefore when a single wideband phase correction factor is used. As shown in more detail in section 2.7, a receiver can in a number of scenarios correct a wideband phase error between PUSCH repetitions in different slots, such that the performance is relatively close to where the ideal relative phase is known. Consequently, the use of wideband relative phase estimation to facilitate cross-slot channel estimation seems promising at least when the UE can’t adequately maintain relative phase between slots. The benefit of such techniques depends on the ability of UEs to maintain PUSCH phase across its transmission bandwidth, and so it is necessary to identify if and when such maintenance is possible in UEs that do not otherwise support control of relative phase across slots.
Observations 11 and 12:
· In a number of scenarios, a receiver can correct for a wideband phase error between repetitions of an uplink channel in different slots, such that the performance is relatively close to where the ideal relative phase is known.
· The use of wideband relative phase estimation to facilitate cross-slot channel estimation seems promising at least when the UE can’t adequately maintain relative phase between slots.

Proposal 5:
· Further study the benefit of gNB estimated inter-slot relative phase correction for PUSCH, addressing how frequency selective such phase corrections would need to be for UEs and/or conditions that do not sufficiently support maintaining inter-slot relative phase.

Timing advance (TA)
In RAN1#106, it was agreed that timing advance adjustment should be avoided during joint channel estimation:
Agreement
· UE should not perform TA adjustment during the time domain window.
‐   FFS: UE does not expect to receive TA command to indicate TA adjustment during the TDW.
‐   FFS: UE ignores any TA command which indicates TA adjustment during the TDW.
‐   FFS: UE performs TA adjustment after the TDW if it receives any TA command indicating TA adjustment during the TDW.

The first two FFSs in the agreement could limit the gNB’s options for sending TA commands, while the third FFS does not impose any limitations compared to the non-JCE case. Hence, the third FFS is preferred.

The same principle is naturally applicable also for autonomous TA adjustments by the UE based on DL measurements. 

Proposal 6:
· UE performs TA adjustment after the TDW if it receives any TA command indicating TA adjustment during the TDW


Transmit Power Control (TPC)
In RAN1#106, two alternatives regarding power control commands were agreed:
Agreement 
Make down-selection between the following two alternatives:
· Alt 1: UE is not expected to receive TPC commands during the current time domain window.
· Alt 2: UE receives and accumulates TPC commands without taking effect during the current time domain window.
Since PUSCH repetition or TBoMS is used during joint channel estimation operation, a single grant is provided to schedule the PUSCH.  Therefore, the UE should not receive a TPC command for the PUSCH unless it receives a group common power control command.  If the UE is configured with group common power control command reception of DCI format 2_2, e.g. for configured grant operation, it is not likely that power control latency is a crucial problem.  We observe then that the UE should either not receive a TPC command or delaying the command should not be problematic, depending on the use case.
While the UE may not expect to receive TPC commands during a time domain window, it is not clear that this needs to be directly captured in the RAN1 specifications.  For example, it would be possible for the RAN4 specifications to list when phase continuity and power consistency requirements are met, similar to how difference of relative phase error requirements are specified in Rel-15.  
Observation 13:
· There does not seem to be a strong reason for a UE to receive a TPC command during a time domain window.
· Scheduling supported by JCE naturally precludes TPC commands during a time domain window in some cases, and TPC commands seem likely to be delay tolerant in the remaining cases.
Proposal 7:
· The UE does not expect to receive TPC commands that take effect during a time domain window
· FFS if there is RAN1 spec impact

RRC parameters for PUSCH joint channel estimation
As discussed in section 2.1, it may only be necessary to configure a time domain window length L explicitly if the UE’s maximum duration is short.  Therefore, we do not think PUSCH-TimeDomainWindowLength needs to be always signaled when joint channel estimation is used.  According to the latest LS from RAN4 [4], the maximum length may be band dependent, and RAN4 is discussing if it may be dependent on additional factors.  Therefore, it seems likely (although not guaranteed) that the UE will be able to be configured with more than one time domain window length, and for progress it is most straightforward to define a window length assuming more than one value is possible.  We then see the need to be able to signal both PUSCH-DMRS-Bundling and PUSCH-TimeDomainWindowLength, and the square brackets around PUSCH-DMRS-Bundling should be removed.
According to the guidance from RAN2 LS on UE capabilities in [5], we should avoid defining functionality that has no RRC configuration but is dependent on capability bits.  In RAN1#106, it was agreed (as seen in section 2.1) that being able to restart PUSCH DM-RS bundling with a new actual TDW is a UE capability.  Therefore, a new RRC parameter should be defined for when UE restarts a PUCSH bundling window.
	[bookmark: _Hlk83747148]Sub-feature group
	RAN2 Parent IE
	Parameter name in the spec
	Description
	Value range

	DM-RS bundling for PUSCH
	 
	[PUSCH-DMRS-Bundling]
	Enabling/disabling of DM-RS bundling and time domain window for PUSCH.
	ENUMERATED {enabled, disable }

	DM-RS bundling for PUSCH
	[PUSCH-Config]
	PUSCH-TimeDomainWindowLength
	[Enabling/disabling of DM-RS bundling and time domain window for PUSCH.]
Length of a configured time domain window in slots for DMRS bundling for PUSCH.
	FFS

	DM-RS bundling for PUSCH
	[PUSCH-Config]
	PUSCH-Window-Restart
	UE bundles PUSCH DM-RS slots remaining in a bundling window after a slot for which events violate power consistency and phase continuity requirements
	ENUMERATED {enabled, disable }



Observations 14–16:
· The window length L may not always be configured, e.g. if the UE’s supported maximum duration is longer than the repeated PUSCH.
· It seems likely that there will be more than one value specified for the maximum duration supported by the UE
· According to RAN2 guidance on UE capability [5], the UE capability for DMRS bundling restarting should be supported by an RRC parameter

Proposals 8 and 9:
· Remove the square brackets around PUSCH-DMRS-Bundling, allowing PUSCH DMRS bundling operation to be configured optionally with PUSCH-TimeDomainWindowLength. 
· Create an RRC parameter to enable/disable PUSCH DMRS bundling restarts.

[bookmark: _Ref68535910][bookmark: _Ref61547648]Performance of joint channel estimation under different assumptions
In the simulations presented in this section, joint channel estimation (JCE) is in most cases evaluated for a scenario with 8 repetitions with JCE performed over all the 8 repetitions. Results are presented for FDD (700 MHz and 2 GHz) as well as TDD (4 GHz).
Given current discussions, it seems unlikely that such a large number of slots with phase continuity will be feasible for typical TDD scenarios, presuming that phase continuity cannot be maintained across downlink slots. However, the sensitivity to impairments is easier to observe with such configurations, and such results can be seen as an upper bound on the sensitivity for TDD or as relevant to UL heavy TDD patterns, if they become of interest in the future. Therefore, the results herein with JCE over 8 non-consecutive UL slots in TDD can be used as a starting point for the range of values to be used in further studies on sensitivity. Note that we also present some TDD results with JCE only over back-to-back slots.
[bookmark: _Ref68169225]Impact of a carrier frequency offset (CFO)
Agreements:
· For joint channel estimation.
· Take into account the residual frequency error, e.g., +/- 0.1 ppm as upper bound. 
· Companies can report other values and frequency error model.

It has been agreed to consider a carrier frequency offset (CFO), e.g. 0.10 ppm as an upper bound, in the evaluations. While the CFO may cause only a small phase change during an individual slot and hence have limited impact on channel estimation in legacy receivers, the phase change can be significant over the course of the multiple slots that are jointly estimated with joint channel estimation. 
An example impact of CFO on joint channel estimation performance is shown Figure 5, for an FDD VoIP scenario at 2 GHz, with 8 repetitions in back-to-back slots (8 transmissions in total), 4 PRBs, MCS 4, no frequency hopping, UE speed 3 km/h, 30 ns delay spread, and CFO ranging from 0 up to 0.10 ppm (200 Hz). Apart from the CFO, phase continuity between slots is assumed. See Table A1 in the Appendix for additional simulation details. 
According to Figure 5, for CFOs up to 20 Hz, there is no need for CFO estimation and compensation, since joint channel estimation (JCE) performance is still close to the performance without any CFO (i.e. CFO = 0 Hz). For a CFO of 40 Hz, there is a significant performance degradation from CFO if not compensated for, but there is still a gain compared to the case of no JCE. However, with an uncompensated CFO of 100 Hz or more, JCE performance is typically very poor, many dB worse than performance without JCE. 
[bookmark: _Hlk79138649]Evidently, the CFO can have dramatic impact on performance. While CFO compensation can often restore some or all of the loss from CFO, this may not be true under all conditions, and in general CFO must be explicitly simulated in order to have accurate estimate of JCE performance. 
Observation 17:
· A carrier frequency offset (CFO) can have dramatic impact on JCE performance if not compensated for, and since it is not clear whether it can be fully compensated for under all conditions, CFO should be modeled in simulations in order to have an accurate estimate of JCE gains.

All remaining simulations in this document include a CFO corresponding to the upper bound (0.10 ppm) and use a receiver that estimates and compensates for the CFO. Note that the receiver not only compensates for the CFO-induced phase drift within a slot, but also compensates for the drift between slots (under the assumption that CFO is the same throughout the bundled slots). This is many cases crucial in order to achieve JCE gains in the presence of the CFO.
 [image: ]
[bookmark: _Ref68091655]Figure 5. BLER performance for FDD at 2 GHz, for different CFO settings

[bookmark: _Ref68169135]Performance with phase coherence between slots (besides CFO)
In this section we consider the case where the UE is able to maintain phase coherence between slots that are jointly estimated. Resulting gains from joint estimation (JCE) are exemplified in Figure 6 for an FDD VoIP scenario at 700 MHz with 4 PRBs allocated and fixed MCS 4, 8 repetitions, no FH, 2 DMRS symbols per slot, 0.10 ppm CFO (i.e. 70 Hz), UE speed 3 km/h, and delay spreads 30 ns or 300 ns. The receiver is practical, i.e. does not know the channel parameters, frequency offset, etc. See Table A2 in the appendix for additional simulation details. As can be seen from Figure 6, the gains from joint channel estimation are about 1.3 dB. 
Analogous results for TDD at 4 GHz with the pattern 4 DL : 1 UL are shown in Figure 7 (see Table A3 for simulation details). Despite the non-back-to-back slots in this case, substantial gains are still observed.
If 4 DMRS symbols per slot are used, the gains from joint estimation decrease slightly, but can still remain in the order 1 dB, as exemplified for FDD at 700 MHz in Figure 8.
An example of performance at high speed (120 km/h) is shown in Figure 9. At the target VoIP rBLER of 2%, no significant gains are observed, but also no loss. However, further investigations of performance at different speeds are required before definite conclusions can be drawn. 
Observation 18:
· If the UE can maintain phase coherence between slots, joint channel estimation can give gains of about 1.3 dB for FDD at 3 km/h. 
· Similar gains are seen also for TDD with non-back-to-back slots.
· Further studies at higher speeds are needed.
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[bookmark: _Ref53688339]Figure 6. BLER performance for FDD at 700 MHz, with and without JCE
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[bookmark: _Ref68024642]Figure 7. BLER performance for TDD at 4 GHz
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[bookmark: _Ref68024643]Figure 8. BLER performance for FDD at 700 MHz, with 4 DMRS symbols per slot
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[bookmark: _Ref68612351]Figure 9. BLER performance for FDD at 700 MHz, at 120 km/h
[bookmark: _Ref61547688][bookmark: _Ref68169175]Performance with fully random phase offsets between slots
To investigate the case where the UE is not able at all to maintain phase coherence across slots, simulations with a fully random wideband transmitter phase offsets between slots have been performed and compared with the case of zero phase offsets between slots. In the case of random phase offsets, the receiver is configured to estimate and compensate for them. The same TDD scenario as in Section 2.7.2 is used (i.e. VoIP scenario with TDD pattern 4 DL : 1 UL, 4 GHz carrier frequency, 4 PRBs, and no FH). Additional simulation settings are listed in Table A3. 
As shown in Figure 10, the wideband phase offsets need not degrade performance much when they are adequately estimated and compensated for by the receiver. Hence, the gain from joint estimation (JCE) still remains about 1.3 dB as shown in Section 2.7.2. 
Observations 19 and 20:
· Even with fully random wide-band transmitter phase offsets between slots, joint estimation was found to be able to yield similar gains as in the absence of phase offsets, as long as the receiver can estimate and compensate for the phase offsets.
· The simulations were performed using 4 PRBs and assuming a single phase offset over that bandwidth; wider bandwidths are for further study. 
· Joint channel estimation brings gains, but further study is needed on how much needs to be specified vs. what can be done in gNB implementation (e.g. by estimating wideband phase corrections to combine slots).

[image: ] 
[bookmark: _Ref68024645]Figure 10. BLER performance with JCE for the case of compensated random offsets between slots vs the case of no offsets and no compensation.
Performance with small or moderate uncompensated phase offsets between slots
It was shown in Section 2.7.3 that even fully random wideband phase offsets between slots can be successfully compensated for by the receiver. However, if the phase offsets between slots are not fully random, but can be kept rather small by the UE, it may be sufficient to use as simpler receiver with no compensation for random phase offset. 
In order to investigate what amount of wideband phase offsets could be tolerated by such a simple receiver, Figure 11 shows performance for a range of different random (wideband) phase offsets between slots. For these initial evaluations, it was assumed that the phase offset angles between consecutive UL slots are Gaussian-distributed with a standard deviation as indicated in the figure legend. The phase offsets can thus be described as a one-dimensional random walk with a Gaussian-distributed step size. Other simulation settings are listed in the figure and in Table A3. According to Figure 11, a phase offset up to about 20° seems not to have a major impact on performance. For comparison, performance with phase offset estimation and compensation like in Section 2.7.3 is also shown for one case (50°).
Observation 21:
· Even without explicit phase offset compensation in the receiver, JCE can perform well if wideband phase offsets between slots are not too large (e.g. phase offsets up to in the order of 20° between consecutive slots in the simulated scenario).

[image: ]
[bookmark: _Ref68024646]Figure 11. BLER performance with JCE and small/moderate phase offsets, for 30 ns delay spread

[bookmark: _Ref78874030]Performance for TDD with joint estimation only over back-to-back slots
If phase continuity can only be maintained across back-to-back slots, it might not always be possible to perform JCE across all slots in a set of repetitions. For example, for TDD pattern DDDDDDDSUU with 8 actual repetitions, one may have to limit JCE to each pair of two UL back-to-back slots, as illustrated in Figure 13. 
[image: ]
[bookmark: _Ref79076361]Figure 13.Considered TDD pattern and JCE bundles
Performance with this configuration (with no PUSCH in S slots, and other settings according to Table A3), is shown in Figure 14. A JCE gain of about 0.6 dB is observed.
Observation 22:
· Notable JCE gains can be obtained for TDD even if JCE can only be applied to back-to-back slots
· For example, for the TDD pattern DDDDDDDSUU with 8 repetitions, a gain of about 0.6 dB is observed even if JCE is only applied to each pair of back-to-back slots. 

[image: ]
[bookmark: _Ref79076364]Figure 14. BLER performance for DDDDDDDSUU with 8 repetitions and phase continuity/JCE only across back-to-back slots

[bookmark: _Ref68169350]Performance with inter-slot FH and intra-slot FH 
Performance with inter-slot as well as intra-slot frequency hopping (FH) is shown in Figure 14, for FDD at 700 MHz, with 2 hopping frequencies, 8 repetitions, for 30 ns delay spread and 3 km/h UE speed. For inter-slot FH, slots on the same frequency are consecutive in time, i.e. there are 4 back-to-back slots on each frequency. JCE is performed over all allocations on the same hopping frequency, both for inter-slot FH and intra-slot FH. In the case of inter-slot FH, the UE is assumed to be able to maintain phase coherence between back-to-back slots on the same frequency. In the intra-slot FH case, the UE is assumed not to be able to maintain phase coherence between transmissions on the same frequency because of the intermediate transmissions on the other frequency; the phase offset between slots is instead modelled as fully random and is estimated and compensated for in the receiver. See Table A2 for additional simulation details. 
It can be seen from Figure 14 that joint estimation gives gains, both for inter-slot FH and intra-slot FH. Additionally, it can be noted that inter-slot FH performs better than intra-slot FH both with and without joint channel estimation. However, further investigations are needed to fully establish performance differences between inter-slot FH and intra-slot FH when joint channel estimation is used. 
Observation 23:
· Joint channel estimation brings gains also in the case of frequency hopping, both for inter-slot FH and intra-slot FH. 
· Inter-slot FH was generally found to perform better than intra-slot FH under the used simulation assumptions.

[image: ]
[bookmark: _Ref68024648]Figure 14. BLER performance with inter-slot and intra-slot FH, with and without JCE

Next, we focus on inter-slot FH and investigate the impact of number of back-to-back repetitions on each frequency in the FDD case. Performance comparison between the JCE only and JCE with inter-slot FH is shown in Figure 16, for FDD at 700MHz, with 2 or 4 repetitions per hop, 8 repetitions, for 30 ns delay spread and 3 km/h UE speed. 

2 reps per hop						4 reps per hop
[image: ]   [image: ]

Figure 16 shows that, the frequency hopping can bring ~2dB gain to the JCE whatever the number of repetitions per hop. The JCE over 4 repetitions provide ~0.5 dB gain compared to the JCE over 2 repetitions.

Observation 24:
· When JCE is used, 4-slot FH bundles can provide about 0.5 dB gain over 2-slot FH bundles.

[image: ]
[bookmark: _Ref83924791]Figure 16. BLER performance with inter-slot FH, for different bundle sizes, with and without JCE

The inter-slot FH performance can be enhanced by increasing the number of repetitions per hop and the number of hop positions. Examples of the proposed frequency hopping pattern (cf. Section 2.2) are illustrated as follows for TDD, where 30 slots are contained in one aggregation:

Alt1 (2 hops):
[image: ]


Alt2 (2hops): 2 hops, but balanced time domain distribution
[image: ]

Alt3 (3 hops): 3 hop positions bring more frequency selectivity, in addition to the balanced time domain distribution
[image: ]

[bookmark: _Hlk83976454]Performance comparison among the 3 inter-slot FH options combining with JCE is shown in Figure 17, for TDD pattern (DDDSUDDDUU) at 4GHz, 8 repetitions, for 30 ns delay spread and 3 km/h UE speed. Results show that ~0.5dB gain @ 10% BLER and ~1.5 dB gain @1% BLER can be obtained from adding one more hop in the aggregation slots, while JCE gain over back-to-back slots is limited to ~0.2 dB according to Figure 18.

Observation 25:
· FH over 3 frequencies can create more balanced FH patterns in JCE contexts, and also gives a diversity gain of about 0.5 dB @ 10% BLER and 1.5 dB @ 1% BLER.
[image: ]
[bookmark: _Ref83924795]Figure 17. BLER performance with JCE and inter-slot FH, for different hopping patterns and number of hop frequencies
[image: ]
[bookmark: _Ref83924796]Figure 18. BLER performance with inter-slot FH, for different number of hop frequencies, with and without JCE

Impact of modulation order and code rate
The joint channel estimation gain may be different for different modulation schemes, and if the CFO is considered as one factor, then the joint channel estimation performance also indirectly depends on the modulation scheme. In this section, we simulate the impact of modulation order on joint channel estimation as shown in Figure 18. To ensure phase continuity, joint channel estimation is applied over back-to-back UL slots only with a DDDDDDDSUU pattern, like in Section 2.7.5. Only a fixed CFO of 0.1ppm is considered as the phase error. Further simulation assumptions can be found in Table A3 in the Appendix.
As summarized in Table 1 below, with increasing modulation order and code rate, the performance gain resulting from joint channel estimation decreases from 0.6 dB to 0.1 dB. It also indicates that joint channel estimation may not be a necessity with good channel quality.
[image: ]
[bookmark: _Ref78807524]Figure 18. BLER performance for TDD at 4 GHz, with different MCS




Table 1 JCE performance for TDD at 4 GHz, with different MCS
	MCS 
	Modulation order
	Target code rate R x 1024
	Spectral efficiency
	JCE gain @10% BLER

	4
	QPSK
	308
	0.6016
	0.6 dB

	10
	16QAM
	340
	1.3281
	0.3 dB

	15
	16QAM
	616
	2.4063
	0.1 dB



Observation 26: 
· The JCE gain decreases with the increasing modulation order and code rate
· JCE may not be a necessity at high SNR conditions

[bookmark: _Ref79083114]Performance with timing errors
It is not clear yet to what extent a UE can maintain timing from one slot in a DRMS bundle to the next. In order to assess the performance impact from such timing differences, simulations with random timing errors between the slots of a bundle have been run. 
As an upper bound on the timing error, we consider the timing accuracy requirements on the UE when performing a TA update, as tabulated in Table 7.3.2.2-1 of TS 38.133, and also replicated in Table 2. 
Table 2. UE Timing Advance adjustment accuracy (Table 7.3.2.2-1 of TS 38.133)
	UL Sub Carrier Spacing(kHz)
	15
	30
	60
	120

	UE Timing Advance adjustment accuracy
	±256 Tc
	±256 Tc
	±128 Tc
	±32 Tc



For example, for 30 kHz subcarrier spacing the tabulated maximum error equals ±130 ns. We then in the simulations assume the absolute timing offset for each slot to be randomly and independently drawn from a uniform distribution between these bounds, i.e. in the interval [-130 ns, +130 ns] for 30 kHz subcarrier spacing. This timing error is applied in the baseband in the simulations, effectively becoming a phase ramp in the frequency domain, with the center subcarrier of the PRB allocation unaffected (zero time offset).
On the one hand, this model may be somewhat too pessimistic compared to a real situation, since although the maximum absolute timing offset in the model is only 130 ns, the difference in offset from one slot to the next may be up to 2×130 ns = 260 ns. On the other hand, the model may be somewhat too optimistic since in reality timing errors may accumulate over multiple slots to yield a total timing offset difference from the first to the last slot of a bundle that well exceeds ±130 ns. (Though to some extent such accumulated errors are compensated for by CFO estimation and compensation in a real receiver.) A more accurate model is FFS.
The receiver used in the simulations assumes (incorrectly) that the timing offset is the same in all slots of a DMRS bundle. As can be seen in Figure 19, timing errors up to 130 ns have little impact on performance for a small frequency allocation (4 PRBs), which could be a typical scenario for VoIP. However, as seen in Figure 20, the impact may be quite large for wider allocated bandwidths (30 PRBs). Hence, timing errors should preferably be kept small for good performance, and the current requirements in TS 38.133 might not be enough in all scenarios.
Observations 27 and 28:
· If timing errors between slots can be kept within the TA adjustment accuracy limits in Rel-15/16 (TS 38.133, Table 7.3.2.2-1), then
· performance with few allocated PRBs might not be much impacted, while
· performance impact for wider PRB allocations might be large.
· Further investigations of timing errors and requirements are needed


[image: ]
[bookmark: _Ref79084994]Figure 19. BLER performance with (uncompensated) random timing errors between slots, for 4 PRB frequency allocation, with JCE

[image: ]
[bookmark: _Ref79084996]Figure 20. BLER performance with (uncompensated) random timing errors between slots, for 30 PRB frequency allocation, with and without JCE

Summary
In this contribution, we first considered how the time domain window specified should be designed. Frequency hopping patterns and signaling, and their relation to JCE, were discussed next. Different gNB and UE implementations, including where gNB can estimate relative phase over slots to facilitate joint channel estimation, were also discussed. In addition, timing advance (TA) and transmit power control (TPC) aspects were considered. Lastly, performance results on the benefit of cross slot bundling in the presence of impairments and with and without different frequency hopping were given, as well as further results on the potential of gNB assisted cross slot bundling.
The observations can be summarized as:
a) Missed signaling identifying an event does not reduce JCE performance compared to when the signaling is successfully received, nor suffer from error propagation.
· Events always break coherence/continuity
· ‘Actual’ windows do not shift in time compared to ‘configured’ windows.
b) Adjusting an RRC configured TDW length value L according to semi-static conditions as well as defining conditions for events that create actual windows complicates specifications more than including the semi-static conditions as events and not adjusting the RRC configured value L.
c) Allowing the gNB to independently control the frequency hopping pattern and time domain windows separately can potentially avoid unnecessarily restricting and complicating network scheduling.
· Not all UEs may benefit from, or support, DMRS bundling, but such UEs should be able to hop with the same patterns used by DMRS bundling UEs in the same cell.
d) Appropriate FH patterns for common TDD patterns can be achieved by a simple rule where a hopping index alternates between 0 and 1 every N system slots, and where the frequency resources to use for any UL slot is determined based on the hopping index for that slot.
e) By increasing the number of hop frequencies, frequency hopping patterns can be made more balanced and performance substantially improved (0.5 dB with 3 hops) due to increased diversity.
f) There does not seem to be a strong reason for a UE to receive a TPC command during a time domain window. 
g) The window length L may not always be configured, e.g. if the UE’s supported maximum duration is longer than the repeated PUSCH.
h) According to RAN2 guidance on UE capability [5], the UE capability for DMRS bundling restarting should be supported by an RRC parameter.
i) FH over 3 frequencies can create more balanced FH patterns in JCE contexts, and also gives a diversity gain of about 0.5 dB @ 10% BLER and 1.5 dB @ 1% BLER.

Based on the observations and discussions, we have following proposals.
Proposals:
1. If not explicitly configured, the length L of the configured TDW is the scheduled duration of the repeated PUSCH.
2. If the length L of the configured TDW is explicitly configured, the configured TDW length is not adjusted by other signaled parameters.
3. Further study frequency hopping patterns, taking into account benefits of joint channel estimation and expected UE capability for time domain window size. 
4. The network is able to configure the frequency hopping pattern independently from the use of joint channel estimation.
5. Further study the benefit of gNB estimated inter-slot relative phase correction for PUSCH, addressing how frequency selective such phase corrections would need to be for UEs and/or conditions that do not sufficiently support maintaining inter-slot relative phase.
6. UE performs TA adjustment after the TDW if it receives any TA command indicating TA adjustment during the TDW.
7. The UE does not expect to receive TPC commands that take effect during a time domain window
· FFS if there is RAN1 spec impact
8. Remove the square brackets around PUSCH-DMRS-Bundling, allowing PUSCH DMRS bundling operation to be configured optionally with PUSCH-TimeDomainWindowLength. 
9. Create an RRC parameter to enable/disable PUSCH DMRS bundling restarts.
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Table A1: Basic setup of LLS for joint channel estimation on PUSCH, for FDD at 2 GHz
	System
	· Carrier frequency 2 GHz
· 15 kHz SCS
· FDD
· 106 PRBs BWP size

	UE speed
	· 3 km/h

	Payload / tx scheme
	· MCS 4, 4 PRBs, 14 symbols
· 2 DMRS symbols per slot
· 8 repetitions (in back-to-back slots), no re-transmissions
· No FH

	Channel
	· TDL-C (NLoS), 30 ns delay spread, medium correlation

	Impairments
	· Up to 0.10 ppm CFO (200 Hz), see figure legends
· No other phase offsets or timing errors between slots

	Antennas
	· 1T4R

	Receiver
	· Practical (delay spread, CFO, etc not known to receiver)



Table A2: Basic setup of LLS for joint channel estimation on PUSCH, for FDD at 700 MHz
	System
	· Carrier frequency 700 MHz
· 15 kHz SCS
· FDD
· 106 PRBs BWP size

	UE speed
	· 3 km/h or 120 km/h

	Payload / tx scheme
	· MCS 4, 4 PRBs, 14 symbols
· 2 DMRS symbols per slot, except where 4 DMRS are explicitly indicated in Section 2.7.2
· 8 repetitions (in back-to-back slots), no re-transmissions
· No FH, except in Section 2.7.6 where hopping over 2 frequencies is used

	Channel
	· TDL-C (NLoS), 30 ns or 300 ns delay spread, medium correlation

	Impairments
	· 0.10 ppm CFO (70 Hz)
· Phase offsets between slots as/if indicated in respective section
· No time offset errors between slots

	Antennas
	· 1T2R

	Receiver
	· Practical (delay spread, CFO, etc not known to receiver)



Table A3: Basic setup of LLS for joint channel estimation on PUSCH, for TDD at 4 GHz
	System
	· Carrier frequency 4 GHz
· 30 kHz SCS
· TDD, DL/UL pattern DDDSU (special slot not used for PUSCH unless explicitly mentioned) or DDDDDDDSUU (special slot not used for PUSCH)
· 273 PRBs BWP size

	UE speed
	· 3 km/h

	Payload / tx scheme
	· MCS 4 unless otherwise stated, 4 or 30 PRBs, 14 symbols
· 2 DMRS symbols per UL slot unless otherwise explicitly stated
· Special slot not used, unless explicitly stated (in which case it contains 2 DMRS symbols and no data)
· 8 (actual) repetitions, no re-transmissions
· No FH

	Channel
	· TDL-C (NLoS), 30 ns or 300 ns delay spread, medium correlation

	Impairments
	· 0.10 ppm CFO (400 Hz)
· Phase offsets between slots as/if indicated in respective section
· No time offset errors between slots

	Antennas
	· 1T4R

	Receiver
	· Practical (delay spread, CFO, etc not known to receiver)
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