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1. Introduction
In this contribution, we discuss and provide views on multi-PDSCH/PUSCH scheduling and corresponding HARQ operation, reference signals including PT-RS, and time line related aspects adapted to each of 480 kHz and 960 kHz SCSs, to support NR in high frequency range from 52.6 GHz to 71 GHz.

2. Multi-PDSCH/PUSCH scheduling
	Working assumption: (RAN1#106-e)
Scheduling multiple PDSCHs by single DL DCI applies to 120 kHz in addition to 480 and 960 kHz at least in FR2-2.
· FFS: Further limitations on maximum number of PDSCHs

Agreement: (RAN1#106-e)
· The maximum number of PDSCHs/PUSCHs that can be scheduled with a single DCI in Rel-17 is 8 for SCS of 120, 480 and 960 kHz.
· FFS: Whether UE capability is introduced for restricting the maximum number of PDSCHs or PUSCHs that can be scheduled with a single DCI



Since the FFS part in the above working assumption is resolved by the agreement that the maximum number of PDSCHs is 8 for all SCSs, we can confirm the working assumption by removing FFS point.

Proposal #1: Confirm the following working assumption from RAN1#106-e by removing the FFS point.
· Scheduling multiple PDSCHs by single DL DCI applies to 120 kHz in addition to 480 and 960 kHz at least in FR2-2.
· FFS: Further limitations on maximum number of PDSCHs

	Agreement: (RAN1#106-e)
If a scheduled PDSCH/PUSCH is dropped due to collision with UL/DL symbol(s) indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated, HARQ process number increment is skipped for the PDSCH/PUSCH and applied only for valid PDSCH(s)/PUSCH(s).
· FFS: HARQ process number determination for the case where a scheduled PDSCH/PUSCH collides with a flexible symbol (indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated) if the UE is configured to monitor DCI format 2_0.

Conclusion: (RAN1#105-e)
For a DCI that can schedule multiple PUSCHs,
· CSI-request: When the DCI schedules M PUSCHs, the PUSCH that carries the aperiodic CSI feedback is M-th scheduled PUSCH for M <= 2, or (M-1)-th scheduled PUSCH for M > 2.


It was agreed that if some PDSCH(s)/PUSCH(s) can be skipped due to the collision with semi-static UL/DL symbol(s), HARQ process number increment will be skipped for those PDSCH(s)/PUSCH(s). Still we have several issues regarding how to handle PDSCH/PUSCH collided with UL/DL symbols or with flexible symbols.
Firstly, for PDSCH(s)/PUSCH(s) collided with semi-static flexible symbols, it would be reasonable to increase HARQ process number (different from skipped PDSCH/PUSCH due to collision with semi-static UL/DL symbols) since there could be an ambiguity issue if DCI format 2_0 can affect HARQ process numbering but it is missed.

Proposal #2: If a UE is configured to monitor DCI format 2_0 and a PDSCH/PUSCH (among multiple PDSCHs/PUSCHs that are scheduled by a single DCI) is collided with flexible symbol(s) indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated, HARQ process number increment is applied for the PDSCH/PUSCH.

Secondly, for NDI and RV values, it was agreed to indicate NDI/RV per PDSCH/PUSCH in multi-PDSCH/PUSCH scheduling DCI. Similar to the case of HARQ process number signalling, it seems straight-forward not to indicate NDI and RV values for skipped PDSCH(s)/PUSCH(s).

Proposal #3: If a PDSCH among multiple PDSCHs that are scheduled by a single DCI is collided with uplink symbol(s) indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated, NDI/RV fields corresponding to the PDSCH are absent in the DCI.
Proposal #4: If a PUSCH among multiple PUSCHs that are scheduled by a single DCI is collided with downlink symbol(s) indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated, NDI/RV fields corresponding to the PUSCH are absent in the DCI.

Thirdly, we may need to reconsider about aperiodic CSI report in case a PUSCH that would have included aperiodic CSI report is skipped due to the collision with semi-static DL symbols. For example, if two PUSCHs are scheduled by a single DCI, the second PUSCH carries aperiodic CSI report, based on conclusion made in RAN1#105-e. However, if the second PUSCH is dropped due to the collision, then the first PUSCH instead of the second PUSCH can convey aperiodic CSI report.

Proposal #5: Discuss in which PUSCH aperiodic CSI report is included if M-th or (M-1)-th scheduled PUSCH is cancelled due to the collision with semi-static DL symbols.

	Agreement: (RAN1#105-e)
· At least for 120 kHz SCS, for a DCI that can schedule multiple PUSCHs and is configured with the TDRA table containing at least one row with multiple SLIVs,
· If CBG-based (re)transmission is configured, CBGTI field is not present when more than one PUSCHs are scheduled, but is present when a single PUSCH is scheduled, as in Rel-16.
· FFS:
· For 480/960 kHz SCS, whether to apply the same behavior with 120 kHz SCS or not to support CBGTI field configuration in the DCI that can schedule multiple PUSCHs
· For a DCI that can schedule multiple PDSCHs and is configured with the TDRA table containing at least one row with multiple SLIVs, whether/how to configure CBGTI/CBGFI fields


As to whether or not to support CBG-based transmission for 480/960 kHz SCS, we prefer the unified behaviour for multi-PDSCH/PUSCH scheduling irrespective of SCS. In other words, CBG-based (re)transmission can be configured subject to UE capability and gNB configuration not only for 120 kHz but also for 480/960 kHz SCSs. Additionally, if CBG-based (re)transmission is configured, CBG-related field(s) (e.g., CBGTI, CBGFI) is not present when more than one PUSCH (or PDSCH) are scheduled, but is present when a single PUSCH (or PDSCH) is scheduled, for multi-PUSCH (or multi-PDSCH) scheduling DCI.

Proposal #6: Support CBG-based (re)transmission for 480/960 kHz SCS, subject to optional UE capability.
Proposal #7: For multi-PDSCH (or multi-PUSCH) scheduling DCI, if CBG-based (re)transmission is configured, CBG-related field(s) is not present when more than one PDSCH (or PUSCH) are scheduled, but is present when a single PDSCH (or PUSCH) is scheduled, for all SCSs.

	Agreement: (RAN1#105-e)
For TDRA in a DCI that can schedule multiple PDSCHs (or PUSCHs),
· A row of the TDRA table can indicate PDSCHs (or PUSCHs) that are in consecutive or non-consecutive slots.
· FFS: The maximum value of the gap between two consecutively scheduled PDSCHs or between two consecutively scheduled PUSCHs
· FFS: The maximum value of the gap between the first scheduled PDSCH and the last scheduled PDSCH or between the first scheduled PUSCH and the last scheduled PUSCH
· FFS: Details to introduce the gap between PDSCHs or between PUSCHs

Agreement: (RAN1#106-e)
For TDRA in a DCI that can schedule multiple PDSCHs (or PUSCHs),
· A row of the TDRA table can indicate PDSCHs (or PUSCHs) that are in consecutive or non-consecutive slots, by configuring {SLIV, mapping type, scheduling offset K0 (or K2)} for each PDSCH (or PUSCH) in the row of TDRA table.
· Note: Whether and how to reduce RRC overhead is left to RAN2.


Regarding the maximum gap between scheduled PDSCHs or scheduled PUSCHs, several companies proposed to restrict the maximum gap to a specific value considering channel conditions such as coherence time. However, defining the proper value for the maximum gap might be controversial since channel conditions can vary depending on deployment scenario, carrier frequency, and so on. Instead, network may be able to control the gap between PDSCHs or PUSCHs based on channel conditions, traffic load, etc. Therefore, it would be more desirable for the maximum gap between PDSCHs or PUSCHs to be left up to network implementation, without specifying the corresponding gap values.

Observation #1: Adjustment of the gap between PDSCHs (or PUSCHs) for multi-PDSCH (or multi-PUSCH) scheduling DCI can be left up to network implementation.

Regarding the method to indicate PDSCHs (or PUSCHs) that are in consecutive or non-consecutive slots, it was agreed to indicate scheduling offset for each individual SLIV in a row of TDRA table. One related issue is for the case where a multi-PDSCH scheduling DCI (or multi-PUSCH scheduling DCI) (de)activates SPS PDSCH (or CG PUSCH) and indicates a row index of the TDRA table associated with multiple SLIVs. For this case, UE may not expect that SPS PDSCH (or CG PUSCH) will not be (de)activated by the DCI indicating a TDRA row index associated with multiple SLIVs. Alternatively, if it is allowed that SPS PDSCH (or CG PUSCH) is (de)activated by the DCI indicating a TDRA row index associated with multiple SLIVs, TDRA or PUCCH resource corresponding to SPS (or CG) can be determined based on a specific (e.g., first or last) SLIV value in the indicated TDRA row index.

Proposal #8: Discuss whether/how to handle the case where a DCI that can schedule multiple PDSCHs (or PUSCHs) (de)activates SPS PDSCH (or CG PUSCH) and indicates a row index of the TDRA table associated with multiple SLIVs.

	Agreement: (RAN1#106-e)
· For single TRP operation, for 480/960 kHz SCS,
· FFS: A UE does not expect to be scheduled with more than one PDSCH in a slot, by a single DCI or multiple DCIs.
· FFS: A UE does not expect to be scheduled with more than one PUSCH in a slot, by a single DCI or multiple DCIs.
· For single TRP operation, for 120 kHz SCS (same as current specification for FR2-1 for PUSCH),
· Subject to UE capability, a UE can be scheduled with more than one PDSCH in a slot, by a single DCI or multiple DCIs.
· Subject to UE capability, a UE can be scheduled with more than one PUSCH in a slot, by a single DCI or multiple DCIs.
· FFS for multi-TRP operation


In RAN1#106-e meeting, it was agreed to allow more than one PDSCH/PUSCH to be scheduled in a slot for 120 kHz SCS, but FFS for 480/960 kHz. Considering up to 7 PDSCHs(or PUSCHs) can be scheduled in a 120 kHz SCS slot, it seems reasonable to allow up to 2 PDSCHs(PUSCHs) in a 480 kHz SCS slot and up to 1 PDSCH(PUSCH) in a 960 kHz SCS slot, in order to support a similar number of TDMed PDSCHs/PUSCHs for each SCS.

Proposal #9: For single TRP operation, for 480 kHz SCS, a UE can be scheduled up to 2 PDSCHs/PUSCHs in a slot, by a single DCI or multiple DCIs.
Proposal #10: For single TRP operation, for 960 kHz SCS, a UE does not expect to be scheduled with more than one PDSCH in a slot, by a single DCI or multiple DCIs.

	Working assumption: (RAN1#106-e)
For NR FR2-2, two codeword transmission is supported, subject to UE capability.
· RRC parameter configures whether two codeword transmission is enabled or disabled.
· FFS: Details on signaling of MCS/NDI/RV for the second TB in a DCI that can schedule multiple PDSCHs when two codeword transmission is enabled
· FFS: Whether unified or separate parameter to enable/disable 2-TB for single and for multiple PDSCH scheduling
· Strive to minimize the increase in the number of bits in the DCI needed to support this feature


In RAN1#106-e meeting, it was agreed as working assumption to support two TB transmission for multi-PDSCH scheduling DCI. For the details of MCS/NDI/RV signalling, the followings can be considered.
· MCS for the 2nd TB: This appears only once in the DCI and applies commonly to the second TB of each PDSCH.
· NDI: For 2-TB case, this can be signalled per TB. Alternatively, NDI per TB for up to N-scheduled PDSCHs and TB-common NDI for more than N-scheduled PDSCHs (e.g., N=1) can be considered to minimize DCI overhead.
· RV: For 2-TB case, 2 bit RV per PDSCH (i.e, TB-common RV) for up to N-scheduled PDSCHs and TB-common 1 bit RV for more than N-scheduled PDSCHs (N=1) can be considered to keep the number of bits allocated for RV the same as for single TB case.

Proposal #11: For multi-PDSCH scheduling with a single DCI,
· MCS for the 2nd TB: This appears only once in the DCI and applies commonly to the second TB of each PDSCH.
· NDI: For 2-TB case, this can be signalled per TB. Alternatively, NDI per TB for up to N-scheduled PDSCHs and TB-common NDI for more than N-scheduled PDSCHs (e.g., N=1) can be considered to minimize DCI overhead.
· RV: For 2-TB case, 2 bit RV per PDSCH (i.e, TB-common RV) for up to N-scheduled PDSCHs and TB-common 1 bit RV for more than N-scheduled PDSCHs (N=1) can be considered to keep the number of bits allocated for RV the same as for single TB case.

3. HARQ operation
3.1. Handling of invalid PDSCH due to collision with semi-static UL symbols
One aspect for type-1 HARQ-ACK codebook generation is how to reflect invalid PDSCH(s) for pruning of the set of SLIVs. A simple way is to exclude the SLIV corresponding to a skipped PDSCH for SLIV pruning procedure. This way would not cause any ambiguity issue for UE to construct type-1 HARQ-ACK codebook since the collision due to UL symbol(s) can be determined based on semi-static configuration.
In addition, for type-2 HARQ-ACK codebook construction, since Alt 1 (i.e., DAI per DCI) for DAI counting was adopted, it is straight-forward to map NACK information for invalid PDSCH.

Proposal #12: For type-1 HARQ-ACK codebook generation, do not consider the SLIV corresponding to a PDSCH skipped due to the collision with semi-static UL symbols for pruning procedure.
Proposal #13: For (enhanced) type-2 HARQ-ACK codebook generation, NACK information is padded for an invalid PDSCH due to collision with semi-static UL symbol(s).

	Agreement: (RAN1#104-e)
· For a DCI scheduling multiple PDSCHs, HARQ-ACK information corresponding to PDSCHs scheduled by the DCI is multiplexed with a single PUCCH in a slot that is determined based on K1,
· where K1 (indicated by the PDSCH-to-HARQ_feedback timing indicator field in the DCI or provided by dl-DataToUL-ACK if the PDSCH-to-HARQ_feedback timing indicator field is not present in the DCI) indicates the slot offset between the slot of the last PDSCH scheduled by the DCI and the slot carrying the HARQ-ACK information corresponding to the scheduled PDSCHs.
· It is noted that granularity of K1 can be separately discussed.
· FFS: If needed, further discuss whether or not HARQ-ACK information corresponding to different PDSCHs scheduled by the DCI can be carried by different PUCCH(s)


In addition, how to determine PUCCH slot timing particularly if the last scheduled PDSCH is invalid, needs to be discussed. As shown above, it was agreed that K1 corresponds to the slot offset between the slot of the last scheduled PDSCH and the slot carrying HARQ-ACK feedback. Considering the case where the last scheduled PDSCH can be skipped, the following two options can be considered:
· Option 1: K1 corresponds to the slot offset between the slot of the last scheduled PDSCH and the slot carrying HARQ-ACK feedback, regardless of whether the last PDSCH is skipped or not.
· Option 2: K1 corresponds to the slot offset between the slot of the last valid PDSCH and the slot carrying HARQ-ACK feedback.

Proposal #14: For a DCI scheduling multiple PDSCHs, the following two options can be considered to determine HARQ-ACK timing and needs to be down-selected.
· Option 1: K1 corresponds to the slot offset between the slot of the last scheduled PDSCH and the slot carrying HARQ-ACK feedback, regardless of whether the last PDSCH is skipped or not.
· Option 2: K1 corresponds to the slot offset between the slot of the last valid PDSCH (which is not collided with semi-static UL symbols) and the slot carrying HARQ-ACK feedback.

3.2. Type-1 HARQ-ACK codebook
	Agreement: (Revised in RAN1#106-e)
For enhancements of generating type-1 HARQ-ACK codebook corresponding to DCI that can schedule multiple PDSCHs, the set of candidate PDSCH reception occasions corresponding to a UL slot with HARQ-ACK transmission is determined based on a set of DL slots and a set of SLIVs corresponding to each DL slot belonging to the set of DL slots.
· The set of DL slots contains all the unique DL slots determined by considering all combinations of the configured K1 values and the configured rows of the TDRA table.
· The set of SLIVs corresponding to a DL slot (belonging to the set of DL slots) contains all the SLIVs for that slot determined by considering all combinations of the configured K1 values and the configured rows of the TDRA table.
· The Rel-16 procedure is reused for determining the candidate PDSCH reception occasions for the set of SLIVs corresponding to each DL slot belonging to the set of DL slots
· Note: The Rel-16 procedure already handles pruning of multiple SLIVs corresponding to a DL slot, for both UEs that are and are not capable of receiving multiple PDSCHs per slot
· FFS impact of time domain bundling, if supported


Remaining discussion point for type-1 HARQ-ACK codebook is whether time domain bundling is introduced or not. If time domain bundling is to be supported, its specification impact should be minimized considering tough schedule to complete this WI. One simple method could be to allow time bundling operation for all of scheduled PDSCHs of each multi-PDSCH scheduling DCI. For this case, each of PDSCH reception occasions can be determined based on the last SLIV among multiple SLIVs associated with a TDRA row index and legacy pruning procedure can be maintained.

Proposal #15: If time domain bundling is to be supported for type-1 HARQ-ACK codebook construction,
· Only allow bundling operation for all PDSCHs corresponding to each DCI.
· Each PDSCH reception occasion is determined based on the last SLIV among multiple SLIVs associated with a row index.

3.3. Type-2 HARQ-ACK codebook
	Agreement: (RAN1#106-e)
Adopt Alt 1 (C-DAI/T-DAI is counted per DCI) for generating type-2 HARQ-ACK codebook corresponding to a DCI that can schedule multiple PDSCHs.

Agreement: (RAN1#106-e)
Consider the following options to construct type-2 HARQ-ACK codebook when CBG operation is configured, and down-select to one of the following options in RAN1#106bis-e.
· Option 1: HARQ-ACK bits corresponding to CBG-based PDSCH reception and multi-PDSCH reception are merged into the same sub-codebook.
· Option 2: HARQ-ACK bits corresponding to CBG-based PDSCH reception and HARQ-ACK bits corresponding to multi-PDSCH reception are contained in separate sub-codebooks.
· Option 3: UE does not expect to be configured with both of CBG operation and multi-PDSCH scheduling in the same PUCCH cell group.
· Note: Multi-PDSCH reception refers to the case where multiple PDSCHs are scheduled by a DCI that is configured with TDRA table containing at least one row with multiple SLIVs.


Among three options for type-2 HARQ-ACK codebook construction with CBG configured, option 1 is preferred.
For option 1, the number of HARQ-ACK bits corresponding to each DAI of the sub-codebook for multi-PDSCH reception depends on the maximum value between the maximum configured number (=N_max) of PDSCHs for multi-PDSCH DCI and the maximum number (=C_max) of CBGs across serving cells belonging to the same PUCCH cell group. It was pointed out that HARQ-ACK payload size can be increased if the difference between N_max and C_max is large. However, option 1 does not require DCI size increment (different from option 2) and can minimize the specification impact by replacing  with the maximum of N_max and C_max.
For option 2, even though the impact on HARQ-ACK payload size can be minimized, it necessitates additional DCI field (e.g., T-DAI) for UL grant. Moreover, the increased number of sub-codebooks can result in degradation of HARQ-ACK feedback reliability since T-DAI for other sub-codebooks is not carried in DL DCI.
Option 3 is too restrictive since two separate functionalities cannot coexist just to pursue the simplicity for type-2 HARQ-ACK codebook generation. Furthermore, if type-1 HARQ-ACK codebook is configured, HARQ-ACK codebook construction is not a problem at all especially when multi-PDSCH scheduling is configured for cell#1 and CBG is configured for cell#2. It is questionable that allowing or disallowing simultaneous configuration of CBG operation and multi-PDSCH scheduling can be dependent on codebook type.

Observation #2: Provided that type-1 HARQ-ACK codebook is configured, when multi-PDSCH scheduling is configured for cell#1 and CBG is configured for cell#2, HARQ-ACK codebook can be constructed without any further issues.
Proposal #16: For (enhanced) type-2 HARQ-ACK codebook, HARQ-ACK bits corresponding to CBG-based PDSCH reception and multi-PDSCH reception are merged into the same sub-codebook.
· The number of HARQ-ACK bits corresponding to each DAI of the second sub-codebook depends on the maximum value between M_max and C_max where M_max corresponds to the maximum configured number of PDSCHs for multi-PDSCH DCI across serving cells belonging to the same PUCCH cell group and C_max corresponds to the maximum number of CBGs across serving cells belonging to the same PUCCH cell group.

As to time bundling operation, the following methods can be considered:
· Method 1: Time domain HARQ-ACK bundling operation per M PDSCHs
· Method 2: Time domain HARQ-ACK bundling operation per N slots
· Method 3: Time domain HARQ-ACK bundling operation per PDSCH group where the number of groups is configured to L and scheduled PDSCHs are evenly divided into L groups.
Since the motivation of introducing time domain bundling is to consider channel correlation in time domain, time bundling window (in which HARQ-ACK bits can be bundled) should not be dependent of how many PDSCHs are scheduled, but dependent of the absolute time of scheduled PDSCHs. In this sense, Method 1 or 2 is preferred. For instance of Method 2, if time duration spanned by scheduled PDSCHs is shorter than N slots, 1 bit is generated, otherwise, 2 bits are generated.
However, similar to the case of type-1 HARQ-ACK codebook, if time domain bundling is to be supported also for type-2 HARQ-ACK codebook, we should focus on minimal specification change. Therefore, one method that can be considered could be to allow time bundling operation for all of scheduled PDSCHs of each multi-PDSCH scheduling DCI. For this case, HARQ-ACK bits corresponding to single PDSCH reception and multi-PDSCH reception can be merged into the same sub-codebook.

Proposal #17: If time domain bundling is to be supported for (enhanced) type-2 HARQ-ACK codebook construction,
· Only allow bundling operation for all PDSCHs corresponding to each DCI.
· HARQ-ACK bits corresponding to single PDSCH reception and multi-PDSCH reception are merged into the same sub-codebook.

	Agreement: (RAN1#105-e)
If Alt 2 (C-DAI/T-DAI is counted per PDSCH) is adopted for generating type-2 HARQ-ACK codebook corresponding to a DCI that can schedule multiple PDSCHs,
· PDSCH(s) scheduled by a single DCI is counted firstly, serving cell(s) in the same PUCCH cell group and same PDCCH monitoring occasion is counted secondly, and PDCCH monitoring occasion(s) is counted thirdly.
· The bit width of counter DAI field in fallback DCI (i.e., DCI formats 0_0 and 1_0) remains the same as in Rel-15 NR.
· Note: The DAI bit width and number of sub-codebooks shall ensure that at most 3 consecutive missed DCIs can be resolved, same as in Rel-15/16 NR 
· This shall not impose additional gNB’s scheduling restriction.
· In case where CBG retransmission is not configured for any serving cell in a same PUCCH cell group, the number of bits for each of counter DAI and total DAI in non-fallback DCI is extended (if needed) at least based on 
· The number of SLIVs associated with the row indexes in TDRA table 
· FFS: details
· FFS: the case with configuration of CBG retransmission
· FFS: the number of sub-codebooks
· FFS: for the UE indicating by type2-HARQ-ACK-Codebook support for more than one PDSCH reception on a serving cell that are scheduled from a same PDCCH monitoring occasion


Additionally, the above highlighted FFS point needs to be resolved also for Alt 1 (which was adopted in RAN1#106-e). For a UE capable of receiving multiple DCIs in a PDCCH monitoring occasion, if at least one of the corresponding DCIs is multi-PDSCH scheduling DCI, the UE may have an ambiguity on which DCI should be preceded in terms of DAI counting. The simple solution would be based on the “first” PDSCH reception starting time.

Proposal #18: For the UE indicating by type2-HARQ-ACK-Codebook support for more than one PDSCH reception on a serving cell that are scheduled from a same PDCCH monitoring occasion, DAI is counted
· First, in increasing order of the “first” PDSCH reception starting time for the same {serving cell, PDCCH monitoring occasion} pair
· Second in ascending order of serving cell index, and 
· Third in ascending order of PDCCH monitoring occasion index , where . 


4. [bookmark: _GoBack]PT-RS enhancements
· Whether or not to introduce the new PTRS pattern or not for CP-OFDM
Regarding the new PTRS pattern support, we attempted a simple evaluation that reconfirms the limitations of the current PTRS structure by comparing the CPE-only compensation and the de-ICI filtered compensation using the existing distributed PTRS pattern and de-ICI filtering. The results are shown in Figure 1, Figure 2 and Figure 3. For all considered SCS (i.e., 120/480/960 kHz), the difference between ideal cases (no PN or ideal filter estimation) and simple LS ICI compensation based on Rel-15 PT-RS with appropriately selected PT-RS density and filter size is well within 1 dB. This means that any further improvement, either by advanced estimation algorithms (e.g., MMSE) or by enhanced PT-RS pattern will be within this 1 dB, and most likely, much less. As an example, PT-RS pattern with nulling in Figure 2 and Figure 3 provides stable, but not very large improvement in comparison with Rel-15 PT-RS pattern, but in case of higher MCS(e.g., MCS 28) and may provide improvement up to 0.2 - 0.3 dB. These results pose a very strong limitation for further improvement of the phase noise compensation, either by advanced estimation algorithms or by corresponding PT-RS enhancements.
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Figure 1. BLER performance with different PN compensation (120 kHz SCS)
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Figure 2. BLER performance with different PN compensation (480 kHz SCS)
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Figure 3. BLER performance with different PN compensation (960 kHz SCS)

Proposal #19: Retain the existing distributed PT-RS structure for all SCS in FR2-2. It seems that further improvement either by advanced estimation algorithms or by new PT-RS pattern cannot achieve a noticeable improvements. 

· Whether or not to introduce PTRS density K=1 or not for CP-OFDM

	Agreement:
Further study and conclude on whether to introduce K=1 for Rel-15 PTRS pattern for CP-OFDM with small (<=32) RB allocation by RAN1#106b.


With the legacy PTRS density values (K=2 and K=4), for a small number of RB allocated, the number of available PTRS will be low to the point that is impossible to estimate filter taps due to insufficient number of data. This is especially true in the case of the advanced PTRS schemes that require RE grouping in chunks. Thus, increasing the number of PTRS frequency density may improve the filter estimate and potentially lead to performance increase over CPE-only compensation. To investigate the potential gain from the increased PTRS density, we compared two additional PTRS density values K = 1 with the legacy density K = 2 in our companion paper [1], where the evaluation assumptions and more evaluation results can be found. 
Figure 4, Figure 5 and Figure 6 show the BLER performance for the several combinations of the PTRS density and receiving algorithm. By comparing the curves for different combinations of PTRS parameters and SCS, we can observe that the increase of PTRS density for the case of small RB allocations, e.g., 8 RBs, still does not provide enough performance gain for 3 tap de-ICI filtering. In addition, for CPE-only compensation, increasing the PTRS density does not provide any significant improvement. So, in our view, additional support for PTRS density K values such as K=1 is not required.
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Figure 4. BLER performance (120 kHz, MCS 16 and 22, 4 RB allocated)
[image: ]
Figure 5. BLER performance (120 kHz, MCS 16 and 22, 8 RB allocated)
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Figure 6. BLER performance (120 kHz, MCS 16 and 22, 16 RB allocated)

Proposal #20: Keep current PTRS density values K = 2 and K = 4, without extending the set.

· Whether to introduce the new PTRS pattern with Ng=16 for DFT-s-OFDM
The following agreement was captured in 106-e meeting. 
	Agreement:
Further study and conclude on whether to introduce (Ng = 16, Ns = 2, L = 1) and/or (Ng = 16, Ns = 4, L = 1) for DFT-s-OFDM by RAN1#106b.
· Note: Ng number of PT-RS groups, Ns number of samples per PT-RS group, and PTRS every L number of DFT-s-OFDM symbols
· FFS applicable to which RB allocation(s) if agreed to introduce (Ng = 16, Ns = 2, L = 1) and/or 
(Ng = 16, Ns = 4, L = 1)


In our companion paper [1], we provide simulation results and analysis for new PTRS pattern (Ng=16, Ns=2) or (Ng=16, Ns=4). From the analysis, we observe that the newly proposed (Ng=16, Ns=2) or (Ng=16, Ns=4) configurations may provide about 1 dB improvement for MCS 22 and even make this mode feasible for the case of MCS 27. For SCS 960 kHz, these new configurations provide improvement only for higher code-rate scenario, e.g., MCS 27. 
It should also be noted that (Ng=16, Ns=2) is almost always better than (Ng=16, Ns=4) based on our simulation results. This can be explained with the fact that precise PN approximation that is provided with 16 PTRS groups is needed only for the higher SNR regions, when additional compensation is useful since thermal noise is low. At the same time, at the high SNR region, additional point accuracy that can be achieved with 4 samples per group is not required. For the low SNRs and low MCSs, as usual, PN may not play a significant role with large AWGN present. 
However, before how much performance gain can be achieved with new PTRS pattern for high MCS only, it should be noted that the necessity of using high MCS in DFT-s-OFDM transmission should be clarified first.
Proposal #21: Do not support (Ng=16, Ns=4) configuration
Proposal #22: Consider (Ng=16, Ns=2) configuration for high MCS only if the necessity of using high MCS in DFT-s-OFDM transmission is identified


5. DMRS enhancements
	Agreement:
· For 480 kHz and/or 960 kHz SCS, for rank 1 PDSCH at least with DMRS type-1, support a configuration of DMRS where the UE is able to assume that FD-OCC is not applied.
· Note: “FD-OCC is not applied” refers to the UE may assume that a set of remaining orthogonal antenna ports are not associated with the PDSCH to another UE, wherein the set of remaining orthogonal antenna ports are within the same CDM group and have different FD-OCC
· FFS whether applies to DMRS type-2
· Down select between the following options for the indication to UE
· RRC configuration
· antenna port(s) field in DCI scheduling the rank 1 PDSCH 


In RAN1#106-e meeting, above agreement was drawn to support FD-OCC turning off for the specific DMRS configuration. With this, the details on how to indicate that FD-OCC is not applied to DMRS ports should be specified. These indications can be broadly classified in two ways: RRC configuration or DCI indication.
Firstly, for DCI indication, we should first determine which DMRS configurations (or which rows in Antenna port table) are required to support FD-OCC turning off behaviour. For example, from the Table 7.3.1.2.2-1 in TS 38.212, we can see that FD-OCC turning-off may be applied to the row-index 0, row-index 3, and row-index 5 for rank 1 transmission. Since this table has 4 reserved row-indexes, we can configure FD-OCC turning-off for the rank 1 transmission by using these 4 reserved rows.
Table 7.3.1.2.2-1: Antenna port(s) (1000 + DMRS port), dmrs-Type=1, maxLength=1
	One Codeword:
Codeword 0 enabled,
Codeword 1 disabled

	Value
	Number of DMRS CDM group(s) without data
	DMRS port(s)

	0
	1
	0

	1
	1
	1

	2
	1
	0,1

	3
	2
	0

	4
	2
	1

	5
	2
	2

	6
	2
	3

	7
	2
	0,1

	8
	2
	2,3

	9
	2
	0-2

	10
	2
	0-3

	11
	2
	0,2

	12-15
	Reserved
	Reserved


For another example, we can consider the Table 7.3.1.2.2-2, as follows. In this table, we can see that FD-OCC turning-off may be applied to the row-index 0, row-index 3, row-index 5, row-index 12, and row-index 14 for the rank 1 transmission. Also, row-index 26 and row-index 27 may be required to apply the FD-OCC turning-off behaviour for the rank 3 transmission. However, we do not have enough reserved rows to cover all such configurations in this case. The simplest solution to this issue would be that FD-OCC turn-off is applied only to the selected rows (e.g., the lowest row-index in the table). How to determine the DMRS configuration (or Antenna port index) to apply FD-OCC off should be further studied to address such reserved index lack issue.
Table 7.3.1.2.2-2: Antenna port(s) (1000 + DMRS port), dmrs-Type=1, maxLength=2
	One Codeword:
Codeword 0 enabled,
Codeword 1 disabled
	Two Codewords:
Codeword 0 enabled,
Codeword 1 enabled

	Value
	Number of DMRS CDM group(s) without data
	DMRS port(s)
	Number of front-load symbols
	Value
	Number of DMRS CDM group(s) without data
	DMRS port(s)
	Number of front-load symbols

	0
	1
	0
	1
	0
	2
	0-4
	2

	1
	1
	1
	1
	1
	2
	0,1,2,3,4,6
	2

	2
	1
	0,1
	1
	2
	2
	0,1,2,3,4,5,6
	2

	3
	2
	0
	1
	3
	2
	0,1,2,3,4,5,6,7
	2

	4
	2
	1
	1
	4-31
	reserved
	reserved
	reserved

	5
	2
	2
	1
	
	
	
	

	6
	2
	3
	1
	
	
	
	

	7
	2
	0,1
	1
	
	
	
	

	8
	2
	2,3
	1
	
	
	
	

	9
	2
	0-2
	1
	
	
	
	

	10
	2
	0-3
	1
	
	
	
	

	11
	2
	0,2
	1
	
	
	
	

	12
	2
	0
	2
	
	
	
	

	13
	2
	1
	2
	
	
	
	

	14
	2
	2
	2
	
	
	
	

	15
	2
	3
	2
	
	
	
	

	16
	2
	4
	2
	
	
	
	

	17
	2
	5
	2
	
	
	
	

	18
	2
	6
	2
	
	
	
	

	19
	2
	7
	2
	
	
	
	

	20
	2
	0,1
	2
	
	
	
	

	21
	2
	2,3
	2
	
	
	
	

	22
	2
	4,5
	2
	
	
	
	

	23
	2
	6,7
	2
	
	
	
	

	24
	2
	0,4
	2
	
	
	
	

	25
	2
	2,6
	2
	
	
	
	

	26
	2
	0,1,4
	2
	
	
	
	

	27
	2
	2,3,6
	2
	
	
	
	

	28
	2
	0,1,4,5
	2
	
	
	
	

	29
	2
	2,3,6,7
	2
	
	
	
	

	30
	2
	0,2,4,6
	2
	
	
	
	

	31
	Reserved
	Reserved
	Reserved
	
	
	
	


Proposal #23: If antenna port(s) field in a DCI scheduling PDSCH is agreed to indicate whether FD-OCC is turned on or off, reserved rows in antenna port(s) field are used to indicate FD-OCC is turned off. FFS: if reserved rows lack to indicate FD-OCC off.

Secondly, for the RRC configuration, it should be discussed whether the FD-OCC is not applied to all configured DMRS configuration or not. If we adopt to turn FD-OCC off to all configured DMRS configurations (or Antenna port indexes), a simple RRC configuration can be sufficient. But, this would not be preferred from a flexible scheduling point of view. To set specific DMRS ports (or Antenna port indexes) to FD-OCC off, any information of DMRS ports for this purpose should be included for the RRC configuration. In addition, for a specific DMRS port configuration, the necessity of FD-OCC turning off can be different according to MCS level (and/or SCS configuration). Based on evaluation results from companies, performance gain from turning FD-OCC off can be observed only for higher MCS. Therefore, FD-OCC off indication by RRC configuration should be related to the MCS level. For example, we can apply FD-OCC off only to the case that the indicated MCS value is equal to or greater than a threshold (e.g., MCS22). In this way, FD-OCC turn-off can be applied to the selected situation by adding MCS threshold configured by RRC signalling (or pre-defined in specification).
Proposal #24: If RRC configuration is agreed to indicate whether FD-OCC is turned on or off, consider to additionally configure a MCS threshold so that UE can recognize FD-OCC is turned off only if indicated MCS level is no less than the MCS threshold.


6. Time-line related aspects for 480 kHz and 960 kHz SCSs
We discuss and provide our views on how to determine the value ranges for such timeline aspects to flexibly support both single- and multi-PDSCH/PUSCH scheduling with high SCS such as 480 kHz or 960 kHz. In addition, the potential enhancement to CPU availability check are discussed.
· Additional time margin for PDSCH processing capability (i.e., N1 symbols)
The effect of phase noise to PDSCH reception could be seriously negative and ICI compensation might be necessary for performance enhancement in FR2-2. Especially, PDSCH reception performance using high MCS for 120 kHz SCS may be seriously deteriorated, and thus the UE would have to compensate for ICI with the help of, for example, de-ICI filtering. Due to the use of additional signal processing in UE for ICI mitigation, additional time margin would be required to timeline requirement for PDSCH processing and HARQ-ACK preparation. In this regard, whether ICI mitigation is required or not may be determined according to the SCS configured for UE. For instance, in the case of a 120 kHz SCS, ICI compensation is required, and in the case of a 960 kHz SCS, it may not be necessary. Similarly, for the MCS, the amount of signal processing required by the receiver may be different depending on the case of QPSK/16QAM and the case of using an MCS of 64QAM or higher. For this reason, it should be investigated that the time required for PDSCH processing for ICI compensation necessitates an additional time margin. 
Proposal #25: Consider additional UE PDSCH processing procedure time (i.e., N1 symbols) when UE is required to perform both of CPE and ICI compensation, e.g., for 120 kHz SCS and 64 QAM. 


	Agreement:
For NR operation with 480 kHz and/or 960 kHz SCS, value(s) for PDSCH processing time (N1) for PDSCH processing capability 1 and PUSCH preparation time (N2) are to be defined for PDSCH/PUSCH timing capability 1 only.


In RAN1#106-e meeting, above agreement was made. In addition, through additional agreement, some values for N1, N2, and N3 were determined for timing capability 1. These values for 480 kHz or 960 kHz are 4 or 8 times scaled values than those corresponding to 120 kHz. For example, N1=20/80/160 for each of 120/480/960 kHz (or N1=24/96/192 for each of 120/480/960 kHz when additional DMRS is configured). 
[bookmark: _Hlk45742881][bookmark: _Hlk500865557][bookmark: _Hlk508187268]Meanwhile, on top of N1, extra processing symbols may be considered in determining the HARQ-ACK timing according to PDSCH configuration. In 38.214, the PDSCH processing time Tproc,1 calculation is specified as follows, in which the extra symbols d1,1 and d2 are added to N1, 


For 480 kHz or 960 kHz, if these extra symbols are simply added to the already scaled value of N1, the effect of the extra processing time may be reduced to 1/4 or 1/8. For instance, we can roughly compare the effect of d1,1=1 for the case of 120 kHz and 960 kHz. When N1=20 symbols for 120 kHz, N1+d1,1 =21 symbols which means an increase of about 5% compared to before the extra time is applied. However, if N1=160 symbols for 960 kHz, adding the extra symbol d1,1=1 can only increase the time about 0.6% than N1 itself. Therefore, in order to operate the extra symbols such as d1,1 to meet its original purpose for 480 kHz and 960 kHz SCS, a scaling to the number of extra symbols is required so that these values can also be added to the level of N1. In summary, d1,1 and d2 should be scaled by 4 times for 480 kHz SCS or by 8 times for 960 kHz SCS. 
For N2, the PUSCH preparation procedure time Tproc,2 calculation is also specified in 38.214 as follows,


Therefore a similar way can be applied for the extra symbols d2,1 or d2.
Proposal #26: Consider scaling values for the extra symbols (e.g. d1,1 and d2 to derive Tproc,1) which are added to N1 when the PDSCH processing procedure time is calculated.
Proposal #27: Consider scaling values for the extra symbols (e.g. d2,1 and d2 to derive Tproc,2) which are added to N2 when the PUSCH preparation procedure time is calculated.


· Time unit and value ranges for k0/k1/k2

	Agreement:
When defining value ranges and/or default values for k0/k1/k2 for NR operation with 480 and 960 kHz SCS, RAN1 assumes the following definitions (this agreement does not define the following and these definitions may be updated later)
· The value of k0 indicates the slot offset between DCI and its scheduled PDSCH in number of slots
· The value of k1 indicates the slot offset between the slot of the last PDSCH scheduled by the DCI and the slot carrying the HARQ-ACK information corresponding to the scheduled PDSCHs in number of slots
· The value of k2 indicates the slot offset between DCI and its scheduled PUSCH in number of slots
· Note: Default values are indicated by DCI format 1_0 and 0_0


In RAN1#106-e meeting, above agreement was drawn. For high SCS newly introduced in FR2-2, PDCCH/PDSCH processing or PUSCH preparation in a shortened slot duration may become a burden to UE. The candidate values supported in current specification for k0, k1 and k2, may not be sufficient to meet UE processing capability with high SCS. Moreover, it may be needed to increase the range of k0/k1/k2 values by RRC/DCI in order to support both single-PDSCH/PUSCH scheduling and multi-PDSCH/PUSCH scheduling flexibly. Therefore, value range of k0/k1/k2 should be revisited for high SCS. One direction would be adopting the offset to the currently supported values. With the same time unit for k0/k1/k2, the increased range of values can be achieved by adding the offset to the indicated k0/k1/k2 values. For example, N1-dependent value may be added to the indicated k1 as an offset. At this time, one of two different N1 values should be selected to make an offset of k1 since N1 has two different values depending on whether additional DMRS is configured or not. Between two N1 values, the larger value can be simply chosen or one value according to the additional DMRS configuration can be used. For large SCS (e.g., 960 kHz), PDSCH processing in a few slots could be burden to UE. Currently, N1 for 120 kHz can be 20 or 24 symbols and moreover for 480 kHz or 960 kHz SCS, if defined, this could be much larger than that for 120 kHz. In this case, small k1 values would rarely be configured when UE has a large N1. It is obviously an inefficient way to use limited number of k1 values. Simple solution to this is adding N1-dependant offset such as  or  to the indicated k1. With such offset, while maintaining the overhead to indicate k1, it is possible to substitute a value with a low probability of use with a realistic value considering N1. In addition, same offset can be adopted to adjust the value range of PDSCH-to-HARQ_feedback timing indicator field in DCI. Without any changes in DCI field, UE may be indicated a more practical PDSCH processing time with respect to large N1. The same approach can be also applicable to k2 which can be adjusted based on increased N2 value for 480 kHz or 960 kHz SCS. For k0, slot offset can be considered especially when cross-carrier scheduling between different numerologies for PDCCH and PDSCH is configured.
Proposal #28: The configured and default value of k1 (or PDSCH-to-HARQ_feedback), should be adjusted to practical value considering the increased N1, e.g., ceil(N1/14) or floor(N1/14).
Proposal #29: The configured and default value of k2 should be adjusted to practical value considering the increased N2, e.g., ceil(N2/14) or floor(N2/14).
Proposal #30: The configured value of k0 should be adjusted to practical value considering the UE PDSCH reception preparation time with cross carrier scheduling with different numerologies for PDCCH and PDSCH.

In addition, it is also worth considering how to determine k0 and k1 in conjunction with each other. To ensure scheduling flexibility for multi-PDSCH scheduling by single DCI with high SCS, value ranges of k0 and k1 needs to be increased. However, in the case where the UL slot is semi-statically determined such as UL/DL TDD configuration, k0 and k1 may not need to be configured with large value at the same time. In this case, the range of the required k0 value can be determined based on the indicated k1 value. In other words, it can be beneficial to determine the offsets to be applied to k0 and k1 taking into account the dependencies between each other. For instance, smaller offset to k1 can be applied if larger values of k0 are indicated, vice versa. 
Proposal #31: Consider the dependence of each other when determining the value range of k0 and k1. 

For the CSI computation delay requirement, following agreement was drawn in RAN1#106-e meeting.
	Agreement:
For NR operation with 480 kHz and/or 960 kHz SCS, only value(s) for CSI computation delay requirement 2 are to be defined.
· FFS: The specific values


For NR Rel-15/16, CSI computation delay requirement can be determined by one of two different values, i.e., requirement 1 and requirement 2. The condition to apply requirement 1 is specified in 38.214 as follows.
	<< omitted >>
Z, Z' and µ are defined as: 
 and , where M is the number of updated CSI report(s) according to Clause 5.2.1.6,  corresponds to the m-th updated CSI report and is defined as
-	 of the table 5.4-1 if the CSI is triggered without a PUSCH with either transport block or HARQ-ACK or both when L = 0 CPUs are occupied (according to Clause 5.2.1.6) and the CSI to be transmitted is a single CSI and corresponds to wideband frequency-granularity where the CSI corresponds to at most 4 CSI-RS ports in a single resource without CRI report and where CodebookType is set to 'typeI-SinglePanel' or where reportQuantity is set to 'cri-RI-CQI', or
-	 of the table 5.4-2 if the CSI to be transmitted corresponds to wideband frequency-granularity where the CSI corresponds to at most 4 CSI-RS ports in a single resource without CRI report and where CodebookType is set to 'typeI-SinglePanel' or where reportQuantity is set to 'cri-RI-CQI', or
<< omitted >>
µ of table 5.4-1 and table 5.4-2 corresponds to the min (µPDCCH, µCSI-RS, µUL) where the µPDCCH corresponds to the subcarrier spacing of the PDCCH with which the DCI was transmitted and µUL corresponds to the subcarrier spacing of the PUSCH with which the CSI report is to be transmitted and µCSI-RS corresponds to the minimum subcarrier spacing of the aperiodic CSI-RS triggered by the DCI
Table 5.4-1: CSI computation delay requirement 1
	

	Z1 [symbols]

	
	Z1
	Z'1

	0
	10
	8

	1
	13
	11

	2
	25
	21

	3
	43
	36





However, for 480 kHz and 960 kHz SCS, it was agreed to define only CSI computation delay requirement 2. Thus, it is uncertain whether CSI computation delay requirement 2 could be still applied when a CSI report for 480 kHz or 960 kHz is triggered without transmitting a PUSCH with either transport block or HARQ-ACK when UE’s all CPUs are unoccupied (such as the situation as above yellow highlighted area). Two interpretations are possible in this situation. Firstly, it can be interpreted that only requirement 2 can be applied regardless of PUSCH multiplexing and CPU occupation. Or, secondly, it can be interpreted that the above situation is not expected to occur in FR2-2 with 480 kHz or 960 kHz SCS. In our view, the first interpretation seems reasonable since the case where an aperiodic CSI report is triggered without PUSCH multiplexing and all CPUs are unoccupied at UE may occur.
Proposal #32: Clarify that requirement 2 is applied when an aperiodic CSI report is triggered without PUSCH multiplexing and all CPUs are unoccupied at UE, for which requirement 1 was applied in Rel-15.

In addition, according to TS 38.214, the CSI computation delay is determined as the minimum SCS of (1) aperiodic CSI-RS, (2) PDCCH scheduling the CSI-RS, and (3) PUSCH with corresponding CSI report. Considering this fact together with the above agreement, it may be necessary to clarify whether the requirement 2 is only applied even in the case of mixed SCS of PDCCH, CSI-RS and PUSCH. For example, when PDCCH is configured with 120 kHz SCS and CSI-RS/PUSCH are configured with 480 kHz SCS, the CSI computation delay for 120 kHz SCS may be applied to that CSI reporting. At this time, if the aperiodic CSI report is triggered without transmitting a PUSCH with either transport block or HARQ-ACK when L = 0 CPUs are occupied, the UE may assume 43 symbols for 120 kHz as the CSI computation delay by requirement 1, instead of 388 symbols for 480 kHz. The absolute time of 43 symbols for 120 kHz is less than the half of the time of 388 symbols for 480 kHz. Whether it is an intended behaviour is needed to clarify.
Proposal #33: Consider the mixed SCS configuration for the aperiodic CSI reporting in applying CSI computation delay requirement for 480 kHz and 960 kHz.

· CSI processing unit (CPU) availability check for multiple numerologies across active BWPs in different component carriers
High SCSs 480 kHz and 960 kHz may also cause problems to check the CPU occupancy in unit of symbol. Given these shortened symbol lengths, symbol-group level processing instead of symbol-by-symbol processing could be beneficial with respect to simplified UE implementation and potential power consumption reduction. 
When a UE is configured to process CSI reports, each report is allocated to one or multiple available CPU(s). If there are not enough CPUs available due to that the UE is already processing other CSI reports, the CSI reporting for which required CPUs are not allocated does not have to be calculated/updated by the UE. In addition, if a UE is configured to process multiple CSI reports with different numerologies, the processing time would be different depending up on the corresponding numerologies for each CSI report. In other words, CPU occupancy time for high SCS such as 960 kHz is relatively shorter than that of low SCS like 120 kHz. If multiple CSI reports are configured with multiple SCSs, the chance for high SCS to get available CPU at the time of checking unoccupied CPU may be less than that for low SCS. For instance, when all of CPUs are occupied for several symbol duration (in unit of symbol duration for 120 kHz) by CSI report processing for 120 kHz SCS, CSI report for 960 kHz SCS may not occupy CPUs for a long time (in unit of symbol duration for 960 kHz) although the required CPU processing time for 960 kHz SCS is relatively very short. Conversely, CPU available check for 120 kHz SCS may be dropped if all of CPUs are occupied by CSI processing for 960 kHz. In this case, the next CPU availability check for 120 kHz SCS should be postponed until its own symbol boundary even if CPUs are no longer occupied by 960 kHz SCS. This is an inefficient management for limited CPU resources and seems to need improvement. 
To address these inefficient scenarios for checking CPU availability, potential enhancement for CPU management may be needed for the case of multiple numerologies across multiple BWPs. One simple solution for that is use of reference SCS for all CPU availability check regardless of actual SCS. Reference SCS can be the lower SCS than the configured SCS, especially when high SCS is configured for UE. Similarly, it can be considered that symbol-group can be used as a time unit for CPU availability check. For example, by using 8 symbol duration for 960 kHz as a time unit for CPU check, the use of the common time unit for CPU check is possible for both 960 kHz and 120 kHz SCSs. In addition, giving priority for CPU occupancy according to the CSI report type and associated SCS can be considered to address these situations. 
Proposal #34: Consider CSI processing timeline enhancements for better availability for CPUs for multiple CSI reports associated with different numerologies. 




7. Conclusions
In this contribution, multi-PDSCH/PUSCH scheduling and corresponding HARQ operation, reference signals including PT-RS, and time line related aspects adapted to each of 480 kHz and 960 kHz SCSs, to support NR in the frequency range from 52.6 GHz to 71 GHz were discussed. The derived proposals and observations are as follows, 
Proposal #1: Confirm the following working assumption from RAN1#106-e by removing the FFS point.
· Scheduling multiple PDSCHs by single DL DCI applies to 120 kHz in addition to 480 and 960 kHz at least in FR2-2.
· FFS: Further limitations on maximum number of PDSCHs
Proposal #2: If a UE is configured to monitor DCI format 2_0 and a PDSCH/PUSCH (among multiple PDSCHs/PUSCHs that are scheduled by a single DCI) is collided with flexible symbol(s) indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated, HARQ process number increment is applied for the PDSCH/PUSCH.
Proposal #3: If a PDSCH among multiple PDSCHs that are scheduled by a single DCI is collided with uplink symbol(s) indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated, NDI/RV fields corresponding to the PDSCH are absent in the DCI.
Proposal #4: If a PUSCH among multiple PUSCHs that are scheduled by a single DCI is collided with downlink symbol(s) indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated, NDI/RV fields corresponding to the PUSCH are absent in the DCI.
Proposal #5: Discuss in which PUSCH aperiodic CSI report is included if M-th or (M-1)-th scheduled PUSCH is cancelled due to the collision with semi-static DL symbols.
Proposal #6: Support CBG-based (re)transmission for 480/960 kHz SCS, subject to optional UE capability.
Proposal #7: For multi-PDSCH (or multi-PUSCH) scheduling DCI, if CBG-based (re)transmission is configured, CBG-related field(s) is not present when more than one PDSCH (or PUSCH) are scheduled, but is present when a single PDSCH (or PUSCH) is scheduled, for all SCSs.
Observation #1: Adjustment of the gap between PDSCHs (or PUSCHs) for multi-PDSCH (or multi-PUSCH) scheduling DCI can be left up to network implementation.
Proposal #8: Discuss whether/how to handle the case where a DCI that can schedule multiple PDSCHs (or PUSCHs) (de)activates SPS PDSCH (or CG PUSCH) and indicates a row index of the TDRA table associated with multiple SLIVs.
Proposal #9: For single TRP operation, for 480 kHz SCS, a UE can be scheduled up to 2 PDSCHs/PUSCHs in a slot, by a single DCI or multiple DCIs.
Proposal #10: For single TRP operation, for 960 kHz SCS, a UE does not expect to be scheduled with more than one PDSCH in a slot, by a single DCI or multiple DCIs.
Proposal #11: For multi-PDSCH scheduling with a single DCI,
· MCS for the 2nd TB: This appears only once in the DCI and applies commonly to the second TB of each PDSCH.
· NDI: For 2-TB case, this can be signalled per TB. Alternatively, NDI per TB for up to N-scheduled PDSCHs and TB-common NDI for more than N-scheduled PDSCHs (e.g., N=1) can be considered to minimize DCI overhead.
· RV: For 2-TB case, 2 bit RV per PDSCH (i.e, TB-common RV) for up to N-scheduled PDSCHs and TB-common 1 bit RV for more than N-scheduled PDSCHs (N=1) can be considered to keep the number of bits allocated for RV the same as for single TB case.
Proposal #12: For type-1 HARQ-ACK codebook generation, do not consider the SLIV corresponding to a PDSCH skipped due to the collision with semi-static UL symbols for pruning procedure.
Proposal #13: For (enhanced) type-2 HARQ-ACK codebook generation, NACK information is padded for an invalid PDSCH due to collision with semi-static UL symbol(s).
Proposal #14: For a DCI scheduling multiple PDSCHs, the following two options can be considered to determine HARQ-ACK timing and needs to be down-selected.
· Option 1: K1 corresponds to the slot offset between the slot of the last scheduled PDSCH and the slot carrying HARQ-ACK feedback, regardless of whether the last PDSCH is skipped or not.
· Option 2: K1 corresponds to the slot offset between the slot of the last valid PDSCH (which is not collided with semi-static UL symbols) and the slot carrying HARQ-ACK feedback.
Proposal #15: If time domain bundling is to be supported for type-1 HARQ-ACK codebook construction,
· Only allow bundling operation for all PDSCHs corresponding to each DCI.
· Each PDSCH reception occasion is determined based on the last SLIV among multiple SLIVs associated with a row index.
Observation #2: Provided that type-1 HARQ-ACK codebook is configured, when multi-PDSCH scheduling is configured for cell#1 and CBG is configured for cell#2, HARQ-ACK codebook can be constructed without any further issues.
Proposal #16: For (enhanced) type-2 HARQ-ACK codebook, HARQ-ACK bits corresponding to CBG-based PDSCH reception and multi-PDSCH reception are merged into the same sub-codebook.
· The number of HARQ-ACK bits corresponding to each DAI of the second sub-codebook depends on the maximum value between M_max and C_max where M_max corresponds to the maximum configured number of PDSCHs for multi-PDSCH DCI across serving cells belonging to the same PUCCH cell group and C_max corresponds to the maximum number of CBGs across serving cells belonging to the same PUCCH cell group.
Proposal #17: If time domain bundling is to be supported for (enhanced) type-2 HARQ-ACK codebook construction,
· Only allow bundling operation for all PDSCHs corresponding to each DCI.
· HARQ-ACK bits corresponding to single PDSCH reception and multi-PDSCH reception are merged into the same sub-codebook.
Proposal #18: For the UE indicating by type2-HARQ-ACK-Codebook support for more than one PDSCH reception on a serving cell that are scheduled from a same PDCCH monitoring occasion, DAI is counted
· First, in increasing order of the “first” PDSCH reception starting time for the same {serving cell, PDCCH monitoring occasion} pair
· Second in ascending order of serving cell index, and 
· Third in ascending order of PDCCH monitoring occasion index , where . 
Proposal #19: Retain the existing distributed PT-RS structure for all SCS in FR2-2. It seems that further improvement either by advanced estimation algorithms or by new PT-RS pattern cannot achieve a noticeable improvements. 
Proposal #20: Keep current PTRS density values K = 2 and K = 4, without extending the set.
Proposal #21: Do not support (Ng=16, Ns=4) configuration.
Proposal #22: Consider (Ng=16, Ns=2) configuration for high MCS only if the necessity of using high MCS in DFT-s-OFDM transmission is identified.
Proposal #23: If antenna port(s) field in a DCI scheduling PDSCH is agreed to indicate whether FD-OCC is turned on or off, reserved rows in antenna port(s) field are used to indicate FD-OCC is turned off. FFS: if reserved rows lack to indicate FD-OCC off.
Proposal #24: If RRC configuration is agreed to indicate whether FD-OCC is turned on or off, consider to additionally configure a MCS threshold so that UE can recognize FD-OCC is turned off only if indicated MCS level is no less than the MCS threshold.
Proposal #25: Consider additional UE PDSCH processing procedure time (i.e., N1 symbols) when UE is required to perform both of CPE and ICI compensation, e.g., for 120 kHz SCS and 64 QAM.
Proposal #26: Consider scaling values for the extra symbols (e.g. d1,1 and d2 to derive Tproc,1) which are added to N1 when the PDSCH processing procedure time is calculated.
Proposal #27: Consider scaling values for the extra symbols (e.g. d2,1 and d2 to derive Tproc,2) which are added to N2 when the PUSCH preparation procedure time is calculated.
Proposal #28: The configured and default value of k1 (or PDSCH-to-HARQ_feedback), should be adjusted to practical value considering the increased N1, e.g., ceil(N1/14) or floor(N1/14).
Proposal #29: The configured and default value of k2 should be adjusted to practical value considering the increased N2, e.g., ceil(N2/14) or floor(N2/14).
Proposal #30: The configured value of k0 should be adjusted to practical value considering the UE PDSCH reception preparation time with cross carrier scheduling with different numerologies for PDCCH and PDSCH.
Proposal #31: Consider the dependence of each other when determining the value range of k0 and k1.
Proposal #32: Clarify that requirement 2 is applied when an aperiodic CSI report is triggered without PUSCH multiplexing and all CPUs are unoccupied at UE, for which requirement 1 was applied in Rel-15.
Proposal #33: Consider the mixed SCS configuration for the aperiodic CSI reporting in applying CSI computation delay requirement for 480 kHz and 960 kHz.
Proposal #34: Consider CSI processing timeline enhancements for better availability for CPUs for multiple CSI reports associated with different numerologies.
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