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1	Introduction
In [1], a new SI on evaluations for XR was agreed. In this contribution, we discuss the potential study topics for NR enhancement in capacity, UE power saving and mobility. 
[bookmark: _Ref178064866]2	Discussion on Potential Study Areas for XR
2.1 Study area: Capacity
2.1.1 Application and traffic awareness in RAN
RAN has been typically designed to be service agnostic, so the functions and enhancements are usually not linked to a specific service, or application. Having a service-agnostic design offers many benefits and has proven to be a very successful approach. On the other hand, when new services and applications whose traffic characteristics and requirements are different from those of the traditional services and applications need to be supported in RAN, a service-agnostic design sets limitation to what the RAN can do to perform better.
XR services require high bit rate with bounded latency. The high bit rates lead to that a large application data unit (ADU) will be transmitted in several IP packets. When these IP packets arrive to RAN, RAN will treat all the packets as if they are uncorrelated from each other. However, the end-user performance depends on if all these IP packets belonging to a single ADU are successfully delivered. Application information in the RAN can assist the network to plan its resources to deliver the data according to the committed QoS. Thus, radio resource management may benefit of having information about the traffic characteristic of the application. Knowing which packets belong to the same ADU, or the periodicity of the ADUs are examples of application information which could be useful for RAN. The lack of application information may lead to sub-optimal radio resource allocation and utilization which will affect the network capacity. 
[bookmark: _Toc83998222]Studying the feasibility and benefits of making available XR application traffic information at RAN/UE could be useful for enabling a more intelligent radio resource management. 
Note that RAN1 can study the performance gains of this type of application awareness. However, the actual mechanisms to convey such information would have to be specified by other groups:
[bookmark: _Toc83998223]This type of study would need to be coordinated with SA2 and SA4 as well as other RAN WGs.
While cloud gaming and VR create a lot of traffic in the DL, AR traffic is dominantly generated by the UE and it creates a considerable amount of UL data with more than one traffic flow. As indicated above, application and traffic information can be beneficial for the network. Current protocols already support some mechanisms to assist the network in obtaining information such as the buffer status, for instance. Video traffic generates large packets, and this results in the BSR indicating high indexes from the existing BSR tables. The higher the BSR index, the larger the buffer inaccuracy. This is since the BSR index indicates that the buffer size is within a value X and value Y, and the difference between Y and X is large. The network, in order to minimize latency, may provide grants mapping to the high end value of the index reported in the BSR even if that is not necessary. The consequence is that the UE may often transmit a lot of padding which is both a waste of UE power and a waste of radio resources and capacity for the network. Another aspect of the buffer status reporting mechanism is that the BSR reports the amount of data buffered at the UE per logical channel group. This may be a limiting factor for multiple low-latency flows, if multiple AR traffic flows are configured. In these cases, it may be more relevant for the network to get information about the specific LCIDs rather than the aggregated value in the group.
Knowing detailed and accurate information of AR traffic is key to minimizing the waste of radio resource and to deliver the packets on time. For example, as outlined above, knowing how many packets and which packets belong to a single ADU can improve the RAN resource allocation.
[bookmark: _Toc83998224]Timely and accurate application traffic information reported by the UE in the UL should be studied to improve capacity by efficiently allocating resources within a bounded latency and reducing waste of radio resources. 
2.1.2 Support of efficient XR traffic dropping 
Efficient XR traffic dropping is one example of how application information can be useful for radio resource management. 
The traffic volume of XR applications is an order of magnitude larger than typical web-browsing and voice communications. This will require a substantial amount of radio resources, often leading to high network utilization and long queuing delays. If there are not sufficient resources for multiple users with a large amount of video traffic, there will be growing buffers which result in increasing packet delays which potentially exceed the latency requirement for video rendering. From a video application perspective, video frames may be independent (I-frames) or dependent on other previous and/or future frames (B or P frames). Therefore, if an IP packet belonging to a particular ADU is too late, it may negatively affect previous ADUs, future ADUs, as well as the play-out time of the current ADU. This often results in that the affected ADUs cannot be decoded and played-out and the application requests to the server for a new independent I-frame. Thus, dropping all relevant IP packets belonging to an ADU which may not be used anyway for rendering, which already arrived at RAN, may be beneficial from a capacity point of view. Figure 1 shows the potential downlink system capacity gain of the group PDCP dropping (i.e. discarding all IP packets/PDCP PDUs associated to a concrete ADU) compared to existing per-packet PDCP dropping. As shown in the figure, the per-packet PDCP dropping has marginal gain compared to no dropping.  
[bookmark: _Toc83998225]Studying efficient mechanisms for XR video traffic dropping is beneficial for capacity enhancement.  

[image: ]
Figure 1 Potential of group PDCP dropping
2.1.3 Support of efficient scheduling for XR services 
Radio resource allocation is one of the important areas for studying based on acquired XR traffic information in the downlink and uplink. 5G NR already provides several tools to support efficient resource allocation via both dynamic and fixed (configured) grants. 
XR video traffic is similar to MBB services in the sense that its application PDU size is varying just as FTP or web browsing. On the other hand, the arrival time or periodicity of the traffic generation is more predictable than the MBB services. This is since video has a fixed frame refresh rate. From this angle, the traffic characteristic is more similar to periodic traffic such as voice and motion control in industries. Just as industrial control applications, XR requires bounded latency, and reasonably high reliability. The traditional mechanisms and strategies to perform resource allocation used for MBB or for the voice/motion control may then be suboptimal for XR.
To deal with a varying frame size, for example, the dynamic scheduling may be the most flexible and best solution. However, dynamic scheduling comes at the cost of overhead control signalling (PDCCH, SR), and potentially increased latency. Considering the large application PDU size, the network will usually need to allocate several slots to deliver all the packets associated with one ADU. Investigating how to avoid redundant control signalling overhead for multiple resource allocation would seem relevant:
[bookmark: _Toc83998226]Multiple resource allocation to handle one large video frame is expected and it would be beneficial to study the potential of control signaling reduction for downlink and uplink video traffic.
For predictable arrival times, DL and UL configured grants (i.e. SPS and CG, respectively) have been specified. However, they may not be suitable to handle large and varying video frame sizes, due to their fixed resource allocation. Instead, these solutions are more suitable for fixed packet sizes which can be delivered in one slot or two slots. For example, CG may be relevant for pose traffic or for the BSR transmissions resulting from AR video traffic in the uplink. When transmissions happen over multiple slots, in a TDD pattern, after the first transmission which includes the BSR, the next UL transmission may be so that the network has had enough time to allocate the appropriate resources with a dynamic grant. Hence, we observe
[bookmark: _Toc83998227]Dynamic scheduling is a more appropriate mechanism to be used for the varying size of XR video traffic.
[bookmark: _Toc83998228]SPS/CG alone are not suitable mechanisms to be used for XR video traffic with a large and varying packet size, and/or jitter.
[bookmark: _Toc83998229][bookmark: _Toc71198171][bookmark: _Toc71198091][bookmark: _Toc71198126][bookmark: _Toc71198136][bookmark: _Toc71198172]CG is relevant to more predictable size of UL traffic, e.g., pose or BSR triggered by UL video, but an arrival pattern matching with the existing CG configuration needs to be studied.
2.1.4 Link adaptation 
Link adaptation has been part of the 3GPP standards for many releases. With link adaptation, the receiver estimates the quality of the channel. Based on this quality estimate, the NW decides which modulation and coding scheme (MCS) to use: if the channel quality is bad, a more robust MCS is chosen, and when the channel quality is good, a less robust MCS is used. For the DL, the UE feeds back the channel quality estimates to the NW, and for the UL, the NW directly uses the estimate in the scheduling grant to the UE.
3GPP systems also use HARQ retransmissions. When a TB is retransmitted, the resulting effective coding rate is decreased, and sometimes HARQ is considered to be implicit link adaptation.
As already mentioned, the NW selects the MCS based on the estimate of the channel quality. If the receiver overestimates the channel quality, the resulting BLER will be high, resulting in HARQ retransmissions. For MBB services, the additional delay caused by a few HARQ retransmissions is generally not problematic, since MBB services are not that sensitive to the delay. The performance impact of channel quality overestimation is in most cases not significant. However, for services that require bounded latency such as XR, this additional delay could be quite harmful.
One reason why channel quality estimates are inaccurate is interference variations. If the UE estimates the channel quality when the interference is low and performs the corresponding transmissions when the interference is high, there is a high risk that the MCS is not robust enough, causing failed receptions and subsequent HARQ retransmission. The opposite effect could also happen, which leads to a too robust MCS being chosen, leading to an inefficient use of the channel. This phenomenon is known as the flashlight effect since the UE captures the channel conditions only during a short period of time. Again, for MBB, HARQ can be used to overcome the detrimental impact of the flashlight effect, at the expense of an increased delay, but such an increased delay may be unacceptable for XR. Hence, we observe
[bookmark: _Toc83998230]Inaccurate channel quality estimation, caused by, e.g., interference variations may lead to a larger delay, and/or inefficient use of the channel.
Hence, improved link adaptation may be beneficial for increased capacity for XR:
[bookmark: _Toc83998231]Improved link adaptation may be beneficial for increased XR capacity.
We note that improved link adaptation was studied in the Rel-17 URLLC WI. However, the link adaptation enhancements specified will not lead to improved robustness:
[bookmark: _Toc83998232]The link adaptation enhancements agreed during the Rel-17 URLLC WI will not lead to more robust link adaptation.
2.2 Study area: UE power saving
Low power consumption is important for several types of devices used for XR applications and Could Gaming, e.g. smart glasses, smartphones, and tablets [1]. One major technique to reduce power consumption at the UE is DRX, which has already been extensively studied and is expected to be used widely in practice.  However, the existing DRX features, e.g. DRX periodicity and ON duration with inactivity timer, are well optimized for uncertain traffic arrival of MBB services rather than for XR traffic, which has specific characteristics that are different than those of MBB services. The overall issue in DRX for XR is that the XR traffic pattern is not well aligned with the existing DRX configuration parameters. For example, the XR video arrival interval may not be divisible by the time duration of radio resource allocation unit, leading to a potential mismatch between the traffic arrival and the start time of ON duration in DRX. This would result in extra latency.

[bookmark: _Toc83998233]The typical periodicity of burst video frame arrival will lead to a mismatch with the DRX pattern which results in unnecessary extra latency, so that studying DRX pattern matching with common XR video traffic arrival time is useful.

Another issue in DRX is the support of XR applications with multiple traffic flows with different traffic characteristics. Although Rel-17 agrees a few traffic parameters for analysis simplicity, XR applications in reality consist of multiple traffic flows which likely have a different periodicity than the other flows. Moreover, each flow can have a rather short periodicity, e.g. 16.67 ms for video (corresponding to 60 fps), 20 ms for audio, and 10 ms for data stream [3]. This is exemplified in Figure 2.
As illustrated in Figure 2 for the lowest mandatory DRX periodicity of 10 ms, there are only short opportunities for the UE to sleep. Thus, DRX does not have a time granularity that is fine enough to match the sleep gaps between multiple XR traffic arrival moments. Additionally, these gaps may not be identical in consecutive DRX cycles, since they are determined by the interleaved traffic flows, so the sleep opportunities are irregular in time. As such, DRX solutions should be designed to efficiently support XR applications with multiple data flows. 

[image: ]
[bookmark: _Ref83374802]Figure 2 Illustration of XR traffic arrivals of three DL XR flows with a different periodicity: a video flow (orange), an audio flow (purple), and a data stream flow (blue) with the periodicities of 16.67 ms, 20 ms, and 10 ms, respectively. The DRX cycles (black dashed) have a periodicity of 10 ms, i.e. the lowest value for the Long DRX cycle. 

As an example, Figure 3 shows a comparison of the UE energy consumption with different DRX configurations in a single user scenario, where the ON duration and inactivity timer of each DRX solution are configured to obtain the shortest data delay for all considered cases. In the ideal case where the UE is awake only in those time slots occupied by data traffic, the awake time is only 20.5%, which gives a lower bound of this metric. With the standard solution of a Long DRX cycle (periodicity of 10 ms), the awake time is significantly higher, i.e. 82%, which confirms that this solution should be further improved to save energy when multiple XR flows are present. Using a DRX Command MAC CE to interrupt the active time, or configuring the optional Short DRX cycle for some of the traffic decreases the awake time, but still results in a rather long awake time of 40% or 54%, respectively. Compared to those, multiple DRX configurations (i.e. having one DRX configuration for each flow) achieves the lowest awake time, i.e. 25%, which is also only marginally higher than the ideal case. Consequently, investigating a new DRX solution to support DRX configurations for multiple XR flows will be beneficial.
[image: ]
[bookmark: _Ref83390154]Figure 3 Awake time for different DRX solutions for XR traffic with three DL data flows (video, audio, and control).
Based on the above discussion, we have the following observations. 

[bookmark: _Toc83998234]Current DRX solutions cannot be configured to significantly save energy at the UE for XR services with multiple XR flows.
[bookmark: _Toc83998235]It is beneficial to study improvements for multiple DRX configurations when multiple XR flows are present.  
2.3 Study area: Mobility
In general, users running VR applications are considered to be relatively static. On the other hand, cloud gaming and advanced AR may be considered as services that can be used on the move. When looking at mobility, the traffic characteristics of the application need to be considered, as well as the service requirements. Legacy handover procedures will lead to an interrupt of some 40 ms, which may impact the end-user perception of the XR service quality. Multi-connectivity could handle situations with very low or limited mobility, by transmitting data in the cell which offers the best radio conditions. Conditional handover (CHO) can be considered in situations in which more robust mobility is desired. More advanced solutions, e.g. DAPS, can also be considered in cases where there is a need for a very short interruption time. DAPS may then need to be enhanced to operate with DC, CA or in FR2. In general, DAPS would need to be enhanced so that subsequent reconfigurations to e.g. configure features for high bit rate and low latency, are avoided. This issue – avoiding reconfigurations – is actually more generic. RRC reconfigurations take time to be executed. Part of this time is taken by the UE to apply the configuration i.e. RRC processing delay, and another part of the time is required to access the new cell. Note that the UE complexity for DAPS is in general high since multiple radio chains are required in the UE.
In Rel-17, improved mobility was supported as part of the MIMO WI [2]. Here the idea is to perform parts of the mobility actions on L1/L2, by relying on extensions of the multi-TRP/beam management functionality. An ongoing connection can then be transferred from one TRP to another TRP, even if these TRPs broadcast different PCIs, and thus constitute different cells. It is however foreseen that the Rel-17 functionality will be somewhat limited: only intra-DU operation will be supported, and there will be restrictions in the configuration and deployment of the involved cells. On the other hand, the interrupt will be very short, and CA/DC will probably be supported at a reasonable UE complexity. It is foreseen that extended support for such L1/2 mobility will be specified in Rel-18:
[bookmark: _Toc83998236]Rel-18 will specify extended support for L1/2 mobility, reducing interrupt durations necessary for competitive XR performance.
Introducing new features and capabilities are not the only way to improve the mobility procedures. This is since mobility procedures are based on RRC reconfigurations and RRC reconfigurations add a considerable delay due to the RRC processing in the UE. Therefore, the current RRC processing delay requirements in the UE should also be revisited with the aim to enhance the UE mobility.
[bookmark: _Toc83998237]Mobility procedures and enhancements could take advantage of the traffic characteristics of the application when possible, e.g., the periodicity of the traffic.
[bookmark: _Toc83998238]Methods to have fewer and faster RRC reconfigurations should be studied, including tightening the RRC processing delay requirements.
Conclusion
In the previous sections we made the following observations: 
Observation 1	Studying the feasibility and benefits of making available XR application traffic information at RAN/UE could be useful for enabling a more intelligent radio resource management.
Observation 2	This type of study would need to be coordinated with SA2 and SA4 as well as other RAN WGs.
Observation 3	Timely and accurate application traffic information reported by the UE in the UL should be studied to improve capacity by efficiently allocating resources within a bounded latency and reducing waste of radio resources.
Observation 4	Studying efficient mechanisms for XR video traffic dropping is beneficial for capacity enhancement.
Observation 5	Multiple resource allocation to handle one large video frame is expected and it would be beneficial to study the potential of control signaling reduction for downlink and uplink video traffic.
Observation 6	Dynamic scheduling is a more appropriate mechanism to be used for the varying size of XR video traffic.
Observation 7	SPS/CG alone are not suitable mechanisms to be used for XR video traffic with a large and varying packet size, and/or jitter.
Observation 8	CG is relevant to more predictable size of UL traffic, e.g., pose or BSR triggered by UL video, but an arrival pattern matching with the existing CG configuration needs to be studied.
Observation 9	Inaccurate channel quality estimation, caused by, e.g., interference variations may lead to a larger delay, and/or inefficient use of the channel.
Observation 10	Improved link adaptation may be beneficial for increased XR capacity.
Observation 11	The link adaptation enhancements agreed during the Rel-17 URLLC WI will not lead to more robust link adaptation.
Observation 12	The typical periodicity of burst video frame arrival will lead to a mismatch with the DRX pattern which results in unnecessary extra latency, so that studying DRX pattern matching with common XR video traffic arrival time is useful.
Observation 13	Current DRX solutions cannot be configured to significantly save energy at the UE for XR services with multiple XR flows.
Observation 14	It is beneficial to study improvements for multiple DRX configurations when multiple XR flows are present.
Observation 15	Rel-18 will specify extended support for L1/2 mobility, reducing interrupt durations necessary for competitive XR performance.
Observation 16	Mobility procedures and enhancements could take advantage of the traffic characteristics of the application when possible, e.g., the periodicity of the traffic.
Observation 17	Methods to have fewer and faster RRC reconfigurations should be studied, including tightening the RRC processing delay requirements.
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