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[bookmark: _Ref124589705][bookmark: _Ref129681862] Introduction
During RAN1#103-e ~ RAN1#105-e, some agreements on XR (eXtended Reality) and CG (Cloud Gaming) have been made such as traffic model, KPIs, evaluation assumptions/methodologies, etc. [1] [2] [3] [4]. 
In this contribution, the system level evaluation results based on the agreed evaluation assumptions/methodologies are provided. The simulation results are also filled into the template excel as attached.
Simulation Setting
Traffic Model
Single-stream model 
We consider the statistical traffic models with different parameters for XR and CG services. The packet size and the jitter of the packet arrival time follow the truncated Gaussian distribution. According to the agreements in RAN1#104-e [1], RAN1#104b-e [2] and RAN1#105-e [3], the details of the single-stream model for downlink (DL) and uplink (UL) are summarized in Table 1. 
[bookmark: _Ref67335491][bookmark: _Ref67335484]Table 1. The single-stream traffic model
	Application
	DL video
	UL pose
	UL video

	Frame per second/Sampling Frequency
	60 FPS
	250 Hz
	60 FPS

	Average data rate
	30 Mbps
	0.2 Mbps
	10 Mbps

	Packet size
	Distribution
	Truncated Gaussian Distribution
	Fixed Size
	Truncated Gaussian Distribution

	
	Mean
	62500 Bytes
	-
	20833 Bytes

	
	STD
	0.105*mean
	-
	0.105*mean

	
	Max
	1.5*mean
	-
	1.5*mean

	
	Min
	0.5*mean
	-
	0.5*mean

	Jitter
	Distribution
	Truncated Gaussian Distribution
	-

	
	Mean
	0 ms
	

	
	STD
	2 ms
	

	
	Range
	[-4, 4] ms
	


Multi-stream model
In RAN1#105-e [3], the following agreement of the DL video with multiple streams is achieved. Agreement:
For the optional evaluation scenario, two streams of I-frame and P-frame for DL video stream (option 1), the traffic models described in the below table are assumed. 
· FFS: Parameter values of , A, B, C, D, E, F, G, H 
· Including the possibility of using multiple set of parameter values
· For companies who are evaluating this option, it is recommended to evaluate at least the following scenario: AR/VR, 30Mbps, Dense Urban for FR1 and InH for FR2.  It is encouraged to evaluate additional baseline/optional scenarios/configurations. 
Two data streams, i.e. M1 = 2
Option 1A: slice-based
Option 1B: GOP-based

I-stream
P-stream
I-stream
P-stream
Packet modelling
Slice-level
Frame-level
Traffic pattern
Both streams are periodic at 60 fps with the same jitter model as for single stream. 
Follow the GOP structure, where GOP size K = 8 with the same jitter model as for single stream.
Number of packets per stream at a time
1
N-1
I-frame: 1 or 0
P-frame: 0 or 1
At each time instant, there is either only one I-stream packet or only one P-stream packet

N = 8: the number of slices per frame.

Average data rate per stream


 
 

· R: average data rate of a single stream video
· : average size ratio between one I-frame/slice and one P-frame/slice, e.g.  = 1.5, 2, 3
Packet size distribution
Truncated Gaussian distribution

Mean = 
Mean = 
Mean = 
Mean =  

· [STD, Max, Min]: [10.5, 150, 50]% of Mean packet size
· FPS is the frame rate of the single stream video
PER, PDB
[PER_I, PER_P] = [A %, B %]
[PDB_I, PDB_P] = [C ms, D ms]
[PER_I, PER_P] = [E %, F %]
[PDB_I, PDB_P] = [G ms, H ms]



In this paper, the initial evaluation results for Option 1B: GOP-based traffic model are provided. The detailed parameters of the traffic model are summarized in Table 2. 
[bookmark: _Ref70342284]Table 2. Option 1B: GOP-based traffic model with K=8,  =2
	Stream
	Stream#1: I-stream
	Stream#2: P-stream

	Total average data rate
	30 Mbps

	Average data rate per stream
	
	

	Number of packets at a time
	1 or 0
	0 or 1

	Packet size
	Distribution
	Truncated Gaussian Distribution

	
	Mean
	111111 Bytes
	55556 Bytes

	
	STD
	0.105*mean

	
	Max
	1.5*mean

	
	Min
	0.5*mean

	Jitter
	Distribution
	Truncated Gaussian Distribution

	
	Mean
	0 ms

	
	STD
	2 ms

	
	Range
	[-4, 4] ms



KPI
For the DL single-stream model, according to the agreement in RAN1#104b-e [2], the following (packet success rate (PSR), PDB) combinations are used to evaluate the capacity.
· KPI of  DL single-stream model for VR/AR and CG service
	(PSR X%, PDB /ms) of DL single stream

	VR/AR
	CG

	(99, 7)
	(99, 12)

	(99, 10)
	(99, 15)

	(95, 13)
	(95, 18)


For the UL single-stream model, according to the agreement in RAN1#105-e [3], the following (PSR, PDB) combinations are used to evaluate the capacity.
· KPI of  UL single-stream model for VR/AR and CG service
	(PSR X%, PDB /ms) of UL single stream

	Pose
	Video

	(99, 10)
	(99, 10)

	
	(99, 15)

	
	(99, 30)

	
	(99, 60)


For the DL multi-stream model, as discussed in our companion paper [5], the following (PSR, PDB) combinations are used as KPI.
· KPI of  DL multi-stream model for VR/AR service
	 (PSR X%, PDB /ms) of DL {I-stream, P-stream}

	VR/AR

	{(99.5, 10), (95, 10)}

	{(99, 15), (99, 9)}

	{(99, 10), (95, 10)}

	{(99, 15), (99, 10)}

	{(99, 15), (95, 10)}


Details and Parameters
[bookmark: _Ref129681832]We present the evaluation results for FR1 Dense Urban and Urban Macro scenarios. Both DL and UL transmission are dynamically scheduled in our simulation. In the uplink slot, users send ACK/NACK over PUCCH according to the DL decoding result. The overall simulation assumptions are listed in Appendix A. 
Evaluation Results for DL Capacity
According to the agreement in RAN1#103-e [4], system capacity is defined as the maximum number of users per cell with at least 90% (baseline) or 95% (optional) of users being satisfied. Therefore, 90% and 95% user satisfaction ratio is considered in our evaluation. The evaluation is performed over different average numbers of users per cell. Note that the average number of users per cell means the average load per cell. The actual number of users for each cell may be unequal. The initial system level evaluation results for capacity of VR/AR and CG in Dense Urban and Urban Macro scenarios are shown as follows.
Single-stream model
Results under different (PSR, PDB)
Figure 1 gives the capacity results of VR/AR with 30Mbps for different (PSR, PDB) combinations in Dense Urban MU-MIMO scenario. It is observed that the network can support 11.5 users per cell with (PSR=99%, PDB=10ms). If the requirement is more stringent, i.e. (PSR=99%, PDB= 7ms), the network capacity decreases to 6.3 users per cell. If the requirement is looser, i.e. (PSR=95%, PDB= 13ms), the network capacity increases to 19.3 users per cell. Besides, it is observed that the user satisfaction ratio reduces as the average number of users per cell increases. This is mainly due to the fact that more users per cell results in larger queuing delay.  
[image: ]
[bookmark: _Ref68080984][bookmark: _Ref68080971][bookmark: _Ref78273819]Figure 1. Capacity results of the single-stream model with different (PSR, PDB)
[bookmark: _Ref79066499]Observation 1: As shown in Table 3, higher requirement of reliability and latency results in lower network capacity.  
[bookmark: _Ref68597005][bookmark: _Ref71465213]Table 3. Capacity of the DL single-stream model with different (PSR, PDB) in FR1 Dense Urban
	(PSR, PDB)
	Average number of supported users per cell

	(99, 7)
	6.3

	(99, 10)
	11.5

	(95, 13)
	19.3


Benefit of frame level integrated transmission (FLIT)
In RAN1#104b-e, the following agreements on transmission scheme in XR/CG capacity evaluation were achieved [2]. Agreement:
For XR/CG capacity evaluation, a packet is considered as lost when it has exceeded the PDB, such that it will be added to the PER and the data of the packet is discarded.
· It is up to company to report the details for the packet when it has exceeded the PDB, e.g.
· Option 1: The packet exceeding the delay is still delivered to the other side
· Option 2: The packet (including the non-transmitted part) is discarded at the transmitter (at the gNB for DL packets and at the UE for UL packets)
· Other options are not precluded
· Note: This is for the purpose of evaluation

Generally, a video frame can only be decoded and reconstructed correctly if all its associated content have been correctly received within PDB. Inspired by this characteristic of XR/CG services, we further consider an advanced transmission scheme, which takes the frame integrity into consideration: 
· [bookmark: OLE_LINK56]Frame Level Integrated Transmission (FLIT): Denote  as the size of the current frame for a user, and  as the size of the already sent part of the current frame. Denote  as the remaining delivery time of the current frame based on PDB. These factors are considered to calculate the scheduling priority of the users, e.g., 
Priority =.
where “” represents other conventional parameters used in gNB scheduler such as instantaneous data rate indicated by channel quality indicator, and historical data rate. 
The motivation to consider these factors are as follows:  represents the remaining bits of the video frame under transmitting. When  is small, it means this frame is close to completion and is easier to be transmitted successfully, so that this frame should be prioritized. When  is small, it means this frame is close to deadline and should be prioritized for transmission. It is expected that a scheduler considering these factors can increase capacity. More details about FLIT can be found in our companion paper [6].
As shown in Figure 2, compared with option 2, FLIT can improve the capacity from 11.5 users per cell to 14 users per cell.
[image: C:\Users\m00429681\AppData\Roaming\eSpace_Desktop\UserData\m00429681\imagefiles\F4397083-B25A-4BA4-82B9-948F68E99167.png]
[bookmark: _Ref79048762]Figure 2. Capacity results of the single-stream model with different transmission schemes
[bookmark: _Ref79066782]Observation 2: Frame Level Integrated Transmission (FLIT), which considers the following factors during scheduling, can improve the network capacity by ~22% as shown in Table 4.
· The size of the frame
· The size of the already sent part of the frame
· The remaining delivery time of the frame
[bookmark: _Ref71635710][bookmark: _Ref79066811]Table 4. Capacity of the DL single-stream model of different transmission schemes in Dense Urban
	Transmission scheme
	Option 2
(Discard frames exceeding PDB)
	FLIT
(Frame Level Integrated Transmission)

	Average number of supported users per cell
	11.5
	14

	Capacity improvement of FLIT over Option 2
	21.74%


Results in Dense Urban
[bookmark: _Toc52307816]This part shows the network capacity of applications with different PDB. From Figure 3, it is observed that tighter PDB constraint results in less capacity. For example, the network can support 5.1 VR/AR users with PDB=10ms in SU-MIMO setting while it can support 7.6 CG users with PDB=15ms.
[image: ]
a) SU-MIMO
[image: ]
b) MU-MIMO
[bookmark: _Ref60770904][bookmark: _Ref68614274]Figure 3. Capacity results of the single-stream model in Dense Urban
[bookmark: _Ref79066847][bookmark: _Ref67335803]Observation 3: In FR1 Dense Urban, the network capacity of the DL single-stream model is summarized in Table 5.
[bookmark: _Ref67663225][bookmark: _Ref67663220]Table 5. Capacity of the DL single-stream model in FR1 Dense Urban
	Average number of supported users per cell
	VR/AR @30Mbps
(PSR=99%, PDB=10 ms)
	CG @30Mbps
(PSR=99%, PDB=15 ms)

	SU-MIMO
	5.1
	7.6

	MU-MIMO
	11.5
	16.1


Results in Urban Macro
Similar to Dense Urban scenario, from Figure 4, it is also observed that tighter PDB results in lower network capacity. In addition, by comparing Figure 3 and Figure 4, it is observed that the network capacity in Urban Macro scenario is generally less than that in Dense Urban scenario due to the larger pathloss in Urban Macro case.
[image: ]
a) SU-MIMO
[image: ]
b) MU-MIMO
[bookmark: _Ref60770961]Figure 4. Capacity results of the single-stream model in Urban Macro
[bookmark: _Ref79066884]Observation 4: In FR1 Urban Macro, the network capacity of the DL single-stream model is summarized in Table 6.
[bookmark: _Ref67335848][bookmark: _Ref79066901]Table 6. Capacity of the DL single-stream model in FR1 Urban Macro
	Average number of supported users per cell
	VR/AR @30Mbps
(PSR=99%, PDB=10 ms)
	CG @30Mbps
(PSR=99%, PDB=15 ms)

	SU-MIMO
	4.5
	6.5

	MU-MIMO
	9.3
	12.4


Multi-stream model
This sub-section gives our evaluation results of the multi-stream model in FR1 Dense Urban MU-MIMO scenario. 
1.1.1 Impact of the size ratio between I-frame and P-frame
Figure 5 shows the capacity results of the multi-stream option 1B (GOP-based traffic model) at different size ratios between I-frame and P-frame, i.e. . Here, we also plot a capacity result of single-stream model which is obtained from the simulation results of the multi-stream model with  by using KPI (PSR=99%, PDB=10ms). 
It can be observed that the capacity of multi-stream model with   (red line) is less than that of single-stream model (blue line). The decrease of network capacity is due to the fact that in the single-stream model, we do not distinguish I/P frame and calculate the PSR of all packets from two streams, and a user is deemed to be satisfied if  , where  and  denote the numbers of successful I/P packets, and the numbers of all I/P packets of a UE, respectively. But in the multi-stream model, the PSR’s of I-stream and P-stream are counted separately and a user is deemed satisfied if both streams are satisfied, i.e.  and , which is more stringent than that in single-stream case. 
In addition, it is observed that the network capacity for is worse than that for  since the larger the packet size of I-frame, the harder it can transmitted successfully within the PDB. 
[image: ]
[bookmark: _Ref68105958][bookmark: _Ref71472689]Figure 5. Capacity results of the multi-stream option 1B (GOP-based traffic model) at
[bookmark: _Ref79067044]Observation 5: The network capacity of the DL multi-stream Option 1B (GOP-based traffic model) decreases as the size ratio between I-frame and P-frame becomes larger.

Results under different (PSR, PDB)
[image: ]
[bookmark: _Ref79071463]Figure 6. Capacity results of the multi-stream model Option 1B (GOP-based) with different (PSR, PDB)
Figure 6 shows the capacity results of the multi-stream model Option 1B (GOP-based) under different (PSR, PDB). In the following, we analyze the impact of relaxing the QoS requirement, i.e., PSR and PDB, of I-frame and P-frame respectively on the network capacity.
The impact of relaxing PSR and PDB of I-frame on capacity
By comparing the results of Case 1 and Case 3, it can be observed that by relaxing the PSR requirement of I-frame, the network capacity increases from 6.0 to 6.7 users per cell. By comparing the results of Case 0 and Case 4, it is seen that the network capacity is significantly improved from 6.7 users to 9.1 users by relaxing the PDB requirement of I-frame.
[bookmark: _Ref79152194]Observation 6: The network capacity under DL multi-stream model Option 1B (GOP-based traffic model) can be improved by relaxing the QoS requirement of I-frame:
· relaxing the PSR of I-frame can improve the network capacity by ~12%,
· relaxing the PDB of I-frame can significantly improve the network capacity by ~36%.
[bookmark: _Ref79152204]Table 7. The improvement of the capacity of the DL multi-stream model Option 1B (GOP-based traffic model) by relaxing the QoS requirement of I-frame
	(PSR X%, PDB /ms) of DL {I-stream, P-stream}
	Average number of supported users per cell
	Capacity improvement

	Case 1 {(99.5, 10), (95,10)}
	6.0
	11.67% (relaxing PSR of I-frame from Case 1 to 3)

	Case 3 {(99, 10), (95,10)}
	6.7
	

	Case 0 {(99, 10), (99,10)}
	6.7
	35.82% (relaxing PDB of I-frame from Case 0 to 4)

	Case 4 {(99, 15), (99,10)}
	9.1
	



The impact of relaxing PSR and PDB of P-frame on capacity
By comparing the results of Case 0 and Case 3 where the QoS requirement of I-frame is stringent (i.e. I-frame PDB=10ms), it is observed that relaxing the PSR requirement of P-frame almost cannot improve the network capacity. This is because the QoS requirement of I-frame is stringent, so that I-frame is the bottleneck of capacity. In this case, relaxing the PSR requirement of P-frame does not matter so much.
While for the Case 4 and Case 5 where the QoS requirement of I-frame is loose (i.e. I-frame PDB=15ms), I-frame is less dominating the capacity, then it is observed relaxing the PSR requirement of P-frame has some benefit on the network capacity. 
Besides, from Case 2 and Case 4, it is observed that relaxing the PDB requirement of P-frame can also improve the network capacity.
[bookmark: _Ref79067051]Observation 7: The network capacity under DL multi-stream model Option 1B (GOP-based traffic model) might be improved by relaxing the QoS requirement of P-frame:
· when the QoS requirement of I-frame is stringent, relaxing the PSR requirement of P-frame almost cannot improve the network capacity,
· when the QoS requirement of I-frame is loose, relaxing the PSR/PDB requirement of P-frame can improve the network capacity by 3~6%.
[bookmark: _Ref78219944][bookmark: _Ref78219939]Table 8. The improvement of the capacity of the DL multi-stream model Option 1B (GOP-based traffic model) by relaxing the QoS requirement of P-frame 
	(PSR X%, PDB /ms) of DL {I-stream, P-stream}
	Average number of supported users per cell
	Capacity improvement

	Case 0 {(99, 10), (99,10)}
	6.7
	0% (when QoS of I-frame is stringent, relaxing PSR of P-frame from Case 0 to 3)

	Case 3 {(99, 10), (95,10)}
	6.7
	

	Case 4 {(99, 15), (99,10)}
	9.1
	5.5% (when QoS of I-frame is loose, relaxing PSR of P-frame from Case 4 to 5)

	Case 5 {(99, 15), (95,10)}
	9.6
	

	Case 2 {(99, 15), (99,9)}
	8.8
	3.4% (when QoS of I-frame is loose, relaxing PDB of P-frame from Case 2 to 4)

	Case 4 {(99, 15), (99,10)}
	9.1
	



Benefit of prioritizing the transmission of the more important stream and FLIT
In this subsection, we consider three types of scheduling schemes for the multi-stream model:
· Scheme 1 (S1): Proportional fair (PF). The scheduling priority of each user is calculated as the ratio of the instantaneous data rate, indicated by channel quality indicator, over the historical data rate. The ratio is also named as the PF value. Larger PF value means higher scheduling priority. 
· Scheme 2 (S2): Based on the PF scheme, the packets of the more important stream (i.e., I-stream in our simulation) are prioritized to be scheduled. That is, if the currently transmitting packet of a user belongs to Stream#1 (I-frame), the PF value of the user is scaled up with a factor. 
· Scheme 3 (S3): This scheme applies the Frame Level Integrated Transmission (FLIT) technique and further prioritizes to transmit the packets of the more important stream.
[image: ]
[bookmark: _Ref71476738]Figure 7. Capacity results of the DL multi-stream model Option 1B (GOP-based traffic model) under different scheduling schemes
[bookmark: _Ref79066912]Observation 8: The network capacity of the DL multi-stream Option 1B (GOP-based) can be improved by prioritizing the transmission of the more important stream and applying Frame Level Integrated Transmission (FLIT) as shown in Table 9 and Table 10 .
[bookmark: _Ref71468711][bookmark: _Ref79067172]Table 9. Capacity of the DL multi-stream model Option 1B (GOP-based) in FR1 Dense Urban under 90% user satisfaction ratio
	Scheduling scheme
	S1
(no prioritization between I/P streams)
	S2
(prioritize I-stream)
	S3 
(prioritize I-stream and FLIT)

	Average number of supported users per cell
	6.0
	7.4
	8.6

	Capacity improvement over S1
	-
	23.3%
	43.3%


[bookmark: _Ref78272988][bookmark: _Ref79067179]Table 10 Capacity of the DL multi-stream model Option 1B (GOP-based) in FR1 Dense Urban under 95% user satisfaction ratio
	Scheduling scheme
	S1
(no prioritization between I/P streams)
	S2
(prioritize I-stream)
	S3 
(prioritize I-stream and FLIT)

	Average number of supported users per cell
	4.6
	6.0
	8.1

	Capacity improvement over S1
	-
	30.4%
	76.1%


2 Evaluation Results for UL Capacity
Similar to DL evaluation, UL system capacity is defined as the maximum number of users per cell with at least 90% (baseline) of users being satisfied. The evaluation is performed over different average numbers of users per cell. Note that the average number of user per cell means the average load per cell. The actual number of users for each cell may be unequal.  For the UL evaluations, the initial system level evaluation results for capacity of VR/AR and CG in FR1 Dense Urban and Urban Macro scenarios are shown as follows.
2.1 Results for uplink pose stream
[bookmark: _Ref79066935]In this part, pose stream for UL CG/VR applications is simulated for capacity evaluation. Figure 8 shows the satisfaction ratio of UEs for the agreed uplink pose traffic model parameters under Dense Urban and Urban Macro scenarios. It can be observed that more than 15 UEs per cell can be supported in both Dense Urban scenario and Urban Macro scenario.
[image: ]
[bookmark: _Ref78980543]Figure 8. Capacity results of the UL pose stream in different scenarios.
Observation 9: The network capacity of the UL pose stream is summarized in Table 11.
[bookmark: _Ref79051571][bookmark: _Ref79066947]Table 11. Capacity of the UL pose stream in different scenarios.
	Scenario
	Average number of supported users per cell

	Dense Urban
	>15

	Urban Macro
	>15



2.2 Results for uplink video stream
[bookmark: OLE_LINK89][bookmark: OLE_LINK3][bookmark: OLE_LINK4]According to the agreement in RAN1#104b-e [2], the results of the single UL video stream (i.e., Option 2) is provided. Figure 9 shows the user satisfaction ratio of AR UL video stream with PDB=30ms in both Dense Urban and Urban Macro scenarios. It can be observed that the network can support 8.1 users per cell in Dense Urban scenario while it can only support less than 1 UE per cell in Urban Macro scenario. This may be due to the larger inter site distance which results in larger path loss in Urban Macro scenario while the maximum transmission power of UEs is the same in these two scenarios. In addition, by comparing Figure 8 and Figure 9, it can be observed that the pose stream is not the bottleneck of UL compared with video stream in terms of network capacity.
[image: C:\Users\c00584603\AppData\Roaming\eSpace_Desktop\UserData\c00584603\imagefiles\4B8D604F-860A-4B74-A245-E68671FFE2EB.png]
[bookmark: _Ref78278694][bookmark: _Ref78278682]Figure 9. Capacity results of the AR UL video stream in different scenarios.
[bookmark: _Ref79066956]Observation 10: The capacity result of UL video stream is summarized in Table 12. 
[bookmark: _Ref78364004][bookmark: _Ref78363998][bookmark: _Ref79066991]Table 12. Capacity of the AR UL video stream in different scenarios
	Scenario
	Average number of supported users per cell

	Dense Urban
	8.1

	Urban Macro
	< 1


[bookmark: _Ref79067306]Observation 11: The pose stream is not the bottleneck of UL transmission compared with video stream in terms of network capacity. 
2.3 Results under different PDB
[bookmark: OLE_LINK96][bookmark: OLE_LINK94][bookmark: OLE_LINK95][bookmark: OLE_LINK97][bookmark: OLE_LINK98]The network capacity of AR UL video stream with different PDBs in Dense Urban scenario is provided in Figure 10. Generally, it can be observed that tighter PDB constraint results in lower capacity. In case of PDB < 30ms, the network capacity increases significantly if the PDB becomes looser. For example, the network can support less than 1 user with PDB=10ms while it can support 5.4 users with PDB=15ms. However, in case of PDB > 30ms, the improvement of network capacity is limited when the PDB becomes looser. For example, the network can support 8.1 users with PDB=30ms while it can only support 8.3 users with PDB=60ms. This is because when PDB < 30ms, the UL source within the PDB is limited. Many video frames cannot obtain enough transmission occasions so that they cannot finish the transmission within the given PDB. In this case, when PDB is looser, the capacity can be improved significantly. When PDB > 30ms, most of video frames already have enough transmission occasions. In this case, the UL system capacity is mainly limited by UEs that have bad channel quality. These UEs can only transmit few bits on each occasions so that they cannot finish transmission even if they obtain more transmission occasions by relaxing PDB to 60ms.
[image: C:\Users\c00584603\AppData\Roaming\eSpace_Desktop\UserData\c00584603\imagefiles\723DFB5F-0578-46C7-9757-1E84457F6452.png]
[bookmark: _Ref78278704] Figure 10. Capacity results of the AR UL video stream with different PDB.
[bookmark: _Ref79067324][bookmark: _Ref79075317][bookmark: OLE_LINK6][bookmark: OLE_LINK92][bookmark: OLE_LINK93]Observation 12: The capacity result of UL video stream with different PDB is summarized in Table 13. 
· [bookmark: OLE_LINK90][bookmark: OLE_LINK91]When PDB < 30ms, the network capacity increases significantly if the PDB becomes looser. 
· When PDB > 30ms, the improvement of network capacity is limited when the PDB becomes looser.
[bookmark: _Ref78366396][bookmark: _Ref78366390][bookmark: _Ref79067339]Table 13. Capacity of the AR UL single video stream with different PDB
	(PSR, PDB)
	Average number of supported users per cell

	(99, 10)
	< 1

	(99, 15)
	5.4

	(99, 30)
	8.1

	(99, 60)
	8.3



3 Evaluation Results for UE power consumption for DL traffic
In this section, the initial system level evaluation results for UE power consumption of VR/AR/CG in Dense Urban scenario are provided. SU-MIMO is used in the evaluations. The power consumption is evaluated based on single-stream model. In the evaluation, the traffic model is listed as following:
· VR/AR: DL, 30Mbps @60fps, PDB=10ms, PSR=99%
· CG: DL, 30Mbps @60fps, PDB=15ms, PSR=99%
In this section, baseline (no C-DRX configuration) and C-DRX are evaluated. The existing integer C-DRX cycle cannot align with the XR traffic arrival. 10ms is the minimum value of long DRX cycle configuration supported by the current specification and it is considered to be evaluated for XR traffic. To be close to the periodicity of XR traffic, 16ms of DRX cycle is also considered. The parameters of C-DRX are shown in Table 14. 
[bookmark: _Ref79137629]Table 14. C-DRX configurations
	DRX cycle (ms)
	onDuration Timer (ms)
	Inactivity Timer(ms)

	10
	5
	4

	10
	8
	4

	16
	8
	8


For VR/AR@30Mbps, the network capacity for the baseline is 5.1 UEs on average per cell. For CG@30Mbps, the network capacity for the baseline is 7.6 UEs on average per cell. The results of capacity are also shown in Observation 3. In the evaluations, N=5 UEs on average are assumed within a cell for VR/AR traffic and N=7 are assumed for CG traffic. In our evaluations, the power consumption of PDCCH-only, PDCCH+PDSCH, PUCCH for HARQ-ACK and different states of sleep are included. The power model of PDCCH-only, PDCCH+PDSCH and sleep state in TR 38.840 are reused. In our evaluations, it is assumed that power value for S slot is same as that for DL slot. For simplicity, it is assumed that the power value of PUCCH for HARQ-ACK is the value of long PUCCH at 23dBm. Based on the assumptions and C-DRX configurations mentioned above, the following observations are provided.
[bookmark: _Ref79067412]Observation 13: For DL VR/AR@30Mbps in dense urban, the power saving gains are summarized in Table 15.
[bookmark: _Ref79065558][bookmark: _Ref79067433]Table 15. Power saving gain for dense urban, DL VR/AR@30Mbps
	Power saving scheme
	mean PS gain when all UEs are considered
	#satisfied UEs per cell / #UEs per cell

	Baseline
	-
	4.6/ 5

	C-DRX(10,5,4)
	7.39%
	1.2/ 5

	C-DRX(10,8,4)
	2.89%
	4.3/ 5

	C-DRX(16,8,8)
	7.62%
	0/ 5


[bookmark: _Ref79067420]
Observation 14 : For DL CG@30Mbps in dense urban, the power saving gains are summarized in Table 16 .
[bookmark: _Ref79066419][bookmark: _Ref79067439]Table 16. Power saving gain for dense urban, DL CG@30Mbps
	Power saving scheme
	mean PS gain when all UEs are considered
	#satisfied UEs per cell / #UEs per cell

	Baseline
	-
	6.4/7

	C-DRX(10,5,4)
	7.00%
	3.5/7

	C-DRX(10,8,4)
	2.76%
	6.0/7

	C-DRX(16,8,8)
	5.93%
	3.0/7


Conclusions
In this contribution, the system level evaluation results based on the agreed evaluation assumptions/methodologies are provided. The following observations are made:
Observation 1: As shown in Table 3, higher requirement of reliability and latency results in lower network capacity.  
Table 3. Capacity of the DL single-stream model with different (PSR, PDB) in FR1 Dense Urban
	(PSR, PDB)
	Average number of supported users per cell

	(99, 7)
	6.3

	(99, 10)
	11.5

	(95, 13)
	19.3



Observation 2: Frame Level Integrated Transmission (FLIT), which considers the following factors during scheduling, can improve the network capacity by ~22% as shown in Table 4.
· The size of the frame
· The size of the already sent part of the frame
· The remaining delivery time of the frame
Table 4. Capacity of the DL single-stream model of different transmission schemes in Dense Urban
	Transmission scheme
	Option 2
(Discard frames exceeding PDB)
	FLIT
(Frame Level Integrated Transmission)

	Average number of supported users per cell
	11.5
	14

	Capacity improvement of FLIT over Option 2
	21.74%



Observation 3: In FR1 Dense Urban, the network capacity of the DL single-stream model is summarized in Table 5.
Table 5. Capacity of the DL single-stream model in FR1 Dense Urban
	Average number of supported users per cell
	VR/AR @30Mbps
(PSR=99%, PDB=10 ms)
	CG @30Mbps
(PSR=99%, PDB=15 ms)

	SU-MIMO
	5.1
	7.6

	MU-MIMO
	11.5
	16.1



Observation 4: In FR1 Urban Macro, the network capacity of the DL single-stream model is summarized in Table 6.
Table 6. Capacity of the DL single-stream model in FR1 Urban Macro
	Average number of supported users per cell
	VR/AR @30Mbps
(PSR=99%, PDB=10 ms)
	CG @30Mbps
(PSR=99%, PDB=15 ms)

	SU-MIMO
	4.5
	6.5

	MU-MIMO
	9.3
	12.4



Observation 5: The network capacity of the DL multi-stream Option 1B (GOP-based traffic model) decreases as the size ratio between I-frame and P-frame becomes larger.

Observation 6: The network capacity under DL multi-stream model Option 1B (GOP-based traffic model) can be improved by relaxing the QoS requirement of I-frame:
· relaxing the PSR of I-frame can improve the network capacity by ~12%,
· relaxing the PDB of I-frame can significantly improve the network capacity by ~36%.
Table 7. The improvement of the capacity of the DL multi-stream model Option 1B (GOP-based traffic model) by relaxing the QoS requirement of I-frame
	(PSR X%, PDB /ms) of DL {I-stream, P-stream}
	Average number of supported users per cell
	Capacity improvement

	Case 1 {(99.5, 10), (95,10)}
	6.0
	11.67% (relaxing PSR of I-frame from Case 1 to 3)

	Case 3 {(99, 10), (95,10)}
	6.7
	

	Case 0 {(99, 10), (99,10)}
	6.7
	35.82% (relaxing PDB of I-frame from Case 0 to 4)

	Case 4 {(99, 15), (99,10)}
	9.1
	



Observation 7: The network capacity under DL multi-stream model Option 1B (GOP-based traffic model) might be improved by relaxing the QoS requirement of P-frame:
· when the QoS requirement of I-frame is stringent, relaxing the PSR requirement of P-frame almost cannot improve the network capacity,
· when the QoS requirement of I-frame is loose, relaxing the PSR/PDB requirement of P-frame can improve the network capacity by 3~6%.
Table 8. The improvement of the capacity of the DL multi-stream model Option 1B (GOP-based traffic model) by relaxing the QoS requirement of P-frame 
	(PSR X%, PDB /ms) of DL {I-stream, P-stream}
	Average number of supported users per cell
	Capacity improvement

	Case 0 {(99, 10), (99,10)}
	6.7
	0% (when QoS of I-frame is stringent, relaxing PSR of P-frame from Case 0 to 3)

	Case 3 {(99, 10), (95,10)}
	6.7
	

	Case 4 {(99, 15), (99,10)}
	9.1
	5.5% (when QoS of I-frame is loose, relaxing PSR of P-frame from Case 4 to 5)

	Case 5 {(99, 15), (95,10)}
	9.6
	

	Case 2 {(99, 15), (99,9)}
	8.8
	3.4% (when QoS of I-frame is loose, relaxing PDB of P-frame from Case 2 to 4)

	Case 4 {(99, 15), (99,10)}
	9.1
	



Observation 8: The network capacity of the DL multi-stream Option 1B (GOP-based) can be improved by prioritizing the transmission of the more important stream and applying Frame Level Integrated Transmission (FLIT) as shown in Table 9 and Table 10 .
Table 9. Capacity of the DL multi-stream model Option 1B (GOP-based) in FR1 Dense Urban under 90% user satisfaction ratio
	Scheduling scheme
	S1
(no prioritization between I/P streams)
	S2
(prioritize I-stream)
	S3 
(prioritize I-stream and FLIT)

	Average number of supported users per cell
	6.0
	7.4
	8.6

	Capacity improvement over S1
	-
	23.3%
	43.3%


Table 10 Capacity of the DL multi-stream model Option 1B (GOP-based) in FR1 Dense Urban under 95% user satisfaction ratio
	Scheduling scheme
	S1
(no prioritization between I/P streams)
	S2
(prioritize I-stream)
	S3 
(prioritize I-stream and FLIT)

	Average number of supported users per cell
	4.6
	6.0
	8.1

	Capacity improvement over S1
	-
	30.4%
	76.1%



Observation 9: The network capacity of the UL pose stream is summarized in Table 11.
Table 11. Capacity of the UL pose stream in different scenarios.
	Scenario
	Average number of supported users per cell

	Dense Urban
	>15

	Urban Macro
	>15



Observation 10: The capacity result of UL video stream is summarized in Table 12. 
Table 12. Capacity of the AR UL video stream in different scenarios
	Scenario
	Average number of supported users per cell

	Dense Urban
	8.1

	Urban Macro
	< 1



Observation 11: The pose stream is not the bottleneck of UL transmission compared with video stream in terms of network capacity. 

Observation 12: The capacity result of UL video stream with different PDB is summarized in Table 13. 
· When PDB < 30ms, the network capacity increases significantly if the PDB becomes looser. 
· When PDB > 30ms, the improvement of network capacity is limited when the PDB becomes looser.
[bookmark: _GoBack]Table 13. Capacity of the AR UL single video stream with different PDB
	(PSR, PDB)
	Average number of supported users per cell

	(99, 10)
	< 1

	(99, 15)
	5.4

	(99, 30)
	8.1

	(99, 60)
	8.3



Observation 13: For DL VR/AR@30Mbps in dense urban, the power saving gains are summarized in Table 15.
Table 15. Power saving gain for dense urban, DL VR/AR@30Mbps
	Power saving scheme
	mean PS gain when all UEs are considered
	#satisfied UEs per cell / #UEs per cell

	Baseline
	-
	4.6/ 5

	C-DRX(10,5,4)
	7.39%
	1.2/ 5

	C-DRX(10,8,4)
	2.89%
	4.3/ 5

	C-DRX(16,8,8)
	7.62%
	0/ 5



Observation 14 : For DL CG@30Mbps in dense urban, the power saving gains are summarized in Table 16 .
Table 16. Power saving gain for dense urban, DL CG@30Mbps
	Power saving scheme
	mean PS gain when all UEs are considered
	#satisfied UEs per cell / #UEs per cell

	Baseline
	-
	6.4/7

	C-DRX(10,5,4)
	7.00%
	3.5/7

	C-DRX(10,8,4)
	2.76%
	6.0/7

	C-DRX(16,8,8)
	5.93%
	3.0/7
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Appendix A: System Simulation Parameters
Table A-1. System level simulation assumption for FR1
	Parameter
	Value

	Scenarios
	Scenario-1: Dense Urban
	Scenario-2: Urban Macro

	Layout
	21cells with wraparound

	Channel Model
	UMa

	Carrier frequency
	4.0 GHz

	Bandwidth
	100 MHz

	Subcarrier spacing
	30 KHz

	Frame structure
	[DDDSU DDDSU] Detailed S slot format is 10D:2F:2U.

	Inter Site Distance
	200m
	500m

	BS Antenna Height
	25m

	BS Antennas
	Option 1: 64 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,8,2,1,1;4,8)

	CSI-RS Port
	32

	UE Antenna Height
	General equation:  hUT=3(nfl – 1) + 1.5
·  nfl  for outdoor UEs: 1
· nfl for indoor UEs: nfl ~ uniform(1, Nfl ) where Nfl ~ uniform(4,8)

	UE Antennas
	Baseline: 2T/4R, (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), (dH, dV) = (0.5, N/A)λ

	BS antenna pattern
	3-sector antenna radiation pattern, 8 dBi

	UE antenna pattern
	Omnidirectional, 0 dBi

	TX Power
	BS : 44 dBm per 20MHz
	BS : 49 dBm per 20MHz

	UE MAX Power
	23dBm

	Noise Figure
	BS:5 dB, UE:9 dB

	Scheduler
	SU-MIMO Proportional Fair/MU-MIMO Proportional Fair

	MCS
	Up to 256QAM

	UE distribution
	80% indoor, 20% outdoor

	UE speed
	3 km/h

	Channel Estimation
	Realistic

	Downtilt
	12 degree

	CSI acquisition
	CSI-RS: Period=5ms, Density=1, feedback delay=1ms, 4bit quantization, and modelling the error
SRS: Period=5ms

	Transmission scheme
	Close loop rank adaptation

	PHY processing delay
	UE PDSCH processing Capability #1

	PDCCH overhead
	2 symbols

	Target BLER
	10%

	Max HARQ transmission
	4


Note 1: For frame structure, U symbol of S slot is not used for uplink transmission.
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