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Introduction
In the Revised SID of Rel-17 XR Evaluations for NR [1], the objective of this study item are listed as follows:
1. Confirm XR and Cloud Gaming applications of interest
2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 
 
This paper provides our views on the Rel-17 XR traffic modelling. 
Detail parameter values of GOP-based model
In RAN1 #105 [2], it is agreed that 

------------------------------------------------------------------------------------------------------------------------------------------
Agreement:
For the optional evaluation scenario, two streams of I-frame and P-frame for DL video stream (option 1), the traffic models described in the below table are assumed. 
· FFS: Parameter values of , A, B, C, D, E, F, G, H 
· Including the possibility of using multiple set of parameter values
· For companies who are evaluating this option, it is recommended to evaluate at least the following scenario: AR/VR, 30Mbps, Dense Urban for FR1 and InH for FR2.  It is encouraged to evaluate additional baseline/optional scenarios/configurations. 
	Two data streams, i.e. M1 = 2
	Option 1A: slice-based
	Option 1B: GOP-based

	
	I-stream
	P-stream
	I-stream
	P-stream

	Packet modelling
	Slice-level
	Frame-level

	Traffic pattern
	Both streams are periodic at 60 fps with the same jitter model as for single stream. 
	Follow the GOP structure, where GOP size K = 8 with the same jitter model as for single stream.

	Number of packets per stream at a time
	1
	N-1
	I-frame: 1 or 0
P-frame: 0 or 1
At each time instant, there is either only one I-stream packet or only one P-stream packet

	
	N = 8: the number of slices per frame.
	

	Average data rate per stream
	
	
	 
	 

	
	· R: average data rate of a single stream video
· : average size ratio between one I-frame/slice and one P-frame/slice, e.g.  = 1.5, 2, 3

	Packet size distribution
	Truncated Gaussian distribution

	
	Mean = 
	Mean = 
	Mean = 
	Mean =  

	
	· [STD, Max, Min]: [10.5, 150, 50]% of Mean packet size
· FPS is the frame rate of the single stream video

	PER, PDB
	[PER_I, PER_P] = [A %, B %]
[PDB_I, PDB_P] = [C ms, D ms]
	[PER_I, PER_P] = [E %, F %]
[PDB_I, PDB_P] = [G ms, H ms]



------------------------------------------------------------------------------------------------------------------------------------------

Observation 1: The values of α, A, B, C, D, E, F, G, H in two streams traffic model of I-frame and P-frame for DL video stream are still FFS.

For the value of α:
· According to SA4 input in S4aV200640 [3], VR2-1~VR2-7, α = 1.5~3
Proposal 1: Adopt α value to be 1.5 and 3.

2.1 Latency values (G, H) for GOP-based traffic model 

On the latency aspect for GOP-based traffic model, P-frames can take up to 1.5x video decoding time compared to I-frames due to dependence on previous I/P frames. Hence, shorter RAN PDB should be assigned to P-frames to compensate for extra latency in the codec. Also, longer PDB for I-frames is needed as they are much larger than P-frames (3x to 6x larger for the same quality). Hence, I-frames need more time to be transmitted. Rate control can be used to reduce the size of I-frames but also reduce the quality and this may have some visual problems. 

Assume  the latency budget required at the codec to decode a P-frame and  the latency budget required at the codec to decode an I-frame.
 , where  if I-frame and P-frame have the same size
 , is the extra latency consumed by P-frames at the codec level compared to an I-Frame that we ideally need to compensate for at the RAN level.
Assume  is the transmission time required to transmit an I-frame and  the transmission time required to transmit a P-frame.
Assume the size of an I-frame is times the size of a P-frame. Hence, ,  where 

Assume  is the Air interface packet delay budget of an I-frame. And  is the air interface packet delay budget for a P-frame.



 could also be expressed as an exponential decay function of , 
As an example, making the following assumptions:
· an I-frame takes 4ms for the codec video decoding (same as typical encoding delay in S4V200634) Hence  
· Assuming the exponential decay  and 
· , P-frame takes 1.5x video decoding time compared to I-frames when they have the same size ()
As a result:
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Figure 1

Therefore based on the assumptions above and as an example if  , and  then .

Observation 2: Longer PDB for I-frames is needed as they have larger file size than P-frames (Di > Dp may provide capacity gain).
Proposal 2: Adopt [PDB_I, PDB_P] = [10ms, 10ms] and [17ms, 9ms].
· Equivalent to adopting (G, H) = (10, 10) and (17, 9)
 It is noted that for GOP size K=8 in Option 1B, [PDB_I, PDB_P] = [10ms, 10ms] and [17ms, 9ms] provide the same average PDB.

2.1 Relaiblity values (E, F) for GOP-based traffic model 

In 3GPP Rel-16, two priority levels have been introduced in RAN1, high priority and low priority traffic at the PHY. However with the support of more applications like XR and Cloud gaming and the emergence of different traffic types even within the same application, a different approach should be adopted to cope with the volatility of the wireless 5G connection and the wide variability in traffic shape and requirements. CG and XR display different traffic types within the same application
· E.g. in UL: game control commands, haptic sensors data, in-game voice traffic, video feed etc.
Traffic models differ depending on the type of traffic. And hence requirements differ depending on the type of traffic (e.g. control commands require high reliability)
Also, some traffic displays differentiated frames (e.g. I- and P-frames) with potentially different QoS requirements.  
In 5GS today, every packet can be subject to a particular treatment using QoS mechanisms. The QoS in 5GS exploits (IP) DiffServ + DSCP packet marking so a given packet can be associated to a given QoS flow itself subject to a specific treatment. Hence, for the same application, traffic can be differentiated on a per-packet basis where each packet will be treated the way it should be treated as initially determined by the application. A packet will be directed to the appropriate QoS flow in 5GS. QoS flows are visible in the RAN where an appropriate QoS flow <> bearer mapping is made and it then follows from there for proper treatment in the Access Stratum. QoS flows are 5GS-wide to ensure any particular packet transits throughout the entire system properly. 
The starting point is that the application itself ought to mark packets properly using existing mechanisms such that they can then be transported properly between source and destination, bearing in mind 5GS may be just one “hop” in the whole data path. Diffserv + DSCP is widely used today in IP networks. However, in practice these existing QoS mechanisms have only been used by a small number of operator-driven services (VoLTE/ViLTE in 4G, and VoNR and ViNR in 5G). All other traffic appears to be using a generic QoS bearer. On top of this, there are probably proprietary implementations at internet, Core and RAN levels that aim to treat different types of traffic according to their required QoS. But future applications like CG/XR are not viable with only a generic data bearer.  And a proper specification of the interface supporting QoS differentiation could be needed. 
The millisecond latency range required for many of the 5G and B5G services cannot be handled by the present architecture. To this end, more service awareness, more cross-layers and cross-systems optimization and more optimized and specified QoS framework is necessary to comply with the new emerging use cases requirements. Every node in the system (including the PHY/MAC) should be aware of the QoS requirements for every packet. This may require a complete re-think of the network design, as this has been inherited from previous 3G and 4G generations. More awareness about these types of traffics at the 5G system (e.g. PHY or/and the MAC) could be very beneficial for the scheduling and to link adaptation to meet the latency and the reliability required for the service while guaranteeing good system capacity.
For example, an extra information should be included in the high layers (UDP, RTP, …) packet header to inform about the characteristics of the packet (I-Frame vs P-Frame, FoV, game control commands, haptic sensors data, in-game voice traffic, video feed, …). This information is extracted at the 5GS and used to prioritize the traffic at different layers. 
In terms of video frames, I-frames and P-frames are both equally important. The loss of an I-frame means losing the remaining pictures in the GOP but also the loss of a P-frame can compromise the remaining differentially encoded P-frames. Due to error propagation, the first P-frame in a GOP is the most important P-Frame, the last P-Frame in a GOP is the less important P-Frame. Ideally, we need to associate different PER and latency requirements for the different P-frames according to their position in the GOP. But this is a very challenging design as it requires a fixed GOP pattern which is not very realistic as GOP size is dynamic and likely adapted at the codec level and for example if the link condition is very good then I-frames are less frequent and P-frames are sufficient. Hence, to achieve good reliability and avoid complex design, the requirements for all P-frames in a GOP should be similar to the first P-frame in the GOP. And since the first P-frame in the GOP should have quite similar reliability to the I-frame. Hence equal PER for I-frames and P-frames should be considered. Another possible approach is to adopt an average PER for the P-frames averaging the strict requirements for the first P-frame and the relaxed requirements for the last P-frame in the GOP.
Observation 3: Considering the larger importance of I-frame than P-frame, the PER of I-frame can be set equal or smaller than the P-frame. 
Proposal 3: Adopt [PER_I, PER_P] = [1%, 1%] and [0.5%, 5%]
· Equivalent to adopting (E, F) = (1, 1) and (0.5, 5)
QoS Evaluation for XR application
To evaluate in RAN1 the benefit of defining different QoS requirements for the I-Frames and P-frames streams, a quality evaluation block is required that can map the achieved latency and reliability statistics to some quality metrics (e.g. MOS). As input, this block can have the achieved PER and the latency distributions for I-frames and P-frames and provides as output the video quality. The current video quality evaluation block specified in SA4 doesn’t support statistical models and there is need to construct a test channel that both RAN1 and SA4 can cooperate on defining it with both the P-Trace model and the RAN1 statistical models. 
Proposal 4: RAN1 to coordinate and cooperate with SA4 to construct a video quality evaluation block (as shown in the red block in Figure 2 below) based on statistical models used in RAN1 to evaluate the different QoS requirements and the performance enhancement for various RAN1 proposals. 
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Figure 2
FoV vs. non-FoV
The concept of modelling FOV and non-FOV separately sounds like it is quite similar to modelling I/P-frames separately. We are open and interested in exploring this dimension but there are many questions and challenges that need to be answered and addressed before moving forward with exploring this enhancement in details. 
First question to discuss in RAN is about the benefit in having 5GS awareness about FoV and non-FoV and how this could be exploited in introducing some enhancement by defining different QoS requirement and if the handling at the application layer is enough to take care of the FoV/non-FOV differentiation. 
Second question is about the similarity between modelling I/P-Frames and modelling FoV and non-FoV. From first sight, it looks quite similar with I-Frames having higher data rates and higher importance similarly to the FoV stream.  
Third question is about the RAN1 modelling of the FoV vs. non-FoV and if the same statistical approach defined for I/P-frames should be adopted. 
Also, it is not very clear how to obtain the data of FoV and non-FoV since it was not included in the SA4 input like the I/P frames labelling. 
However, another opinion and instead of considering FoV and non-FoV, it would be possible to have two streams with low resolution omnidirectional stream covering the whole view with lower resolution and a second high resolution FOV stream enhancing the viewport. So the first stream guarantees a full view available immediately to the user whereas the second stream is to offer a better user experience by enhancing the resolution of the viewport. 
As shown in [3], the data rate of FoV stream is (0.71~1.43)*18 Mbps (i.e., 12.78~25.74 Mbps), and the data rate of low resolution omnidirectional stream is 6~8 Mbps.
 
Proposal 5: Discuss two possible options: 
1. FoV vs. non-FoV
2. FoV vs. low resolution Omnidirectional stream
· FFS: Need for different QoS requirements for the two streams. 
· FFS: co-existence with the QoS requirements for I/P-frames.
Conclusion
In this contribution, we focus on the discussions for Rel-17 XR traffic modelling for NR and have the following observations and proposals:
Observation 1: The values of α, A, B, C, D, E, F, G, H in two streams traffic model of I-frame and P-frame for DL video stream are still FFS.
Proposal 1: Adopt α value to be 1.5 and 3.
Observation 2: Longer PDB for I-frames is needed as they have larger file size than P-frames (Di > Dp may provide capacity gain).
Proposal 2: Adopt [PDB_I, PDB_P] = [10ms, 10ms] and [17ms, 9ms].
· Equivalent to adopting (G, H) = (10, 10) and (17, 9)
 It is noted that for GOP size K=8 in Option 1B, [PDB_I, PDB_P] = [10ms, 10ms] and [17ms, 9ms] provide the same average PDB.

Observation 3: Considering the larger importance of I-frame than P-frame, the PER of I-frame can be set equal or smaller than the P-frame. 
Proposal 3: Adopt [PER_I, PER_P] = [1%, 1%] and [0.5%, 5%]
· Equivalent to adopting (E, F) = (1, 1) and (0.5, 5)
Proposal 4: RAN1 to coordinate and cooperate with SA4 to construct a video quality evaluation block (as shown in the red block in Figure 2 below) based on statistical models used in RAN1 to evaluate the different QoS requirements and the performance enhancement for various RAN1 proposals. 
Proposal 5: Discuss two possible options: 
3. FoV vs. non-FoV
4. FoV vs. low resolution Omnidirectional stream
· FFS: Need for different QoS requirements for the two streams. 
· FFS: co-existence with the QoS requirements for I/P-frames.
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