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[bookmark: _Ref506539118]Introduction
At the RAN1#105-e meeting, the following agreements and conclusions were made for PDSCH and PUSCH enhancement (related to multi-TTI scheduling) for extending NR to up to 71GHz [1]. 

	Agreement:
· Do not use fallback DCI (i.e., DCI formats 0_0 and 1_0) for multi-PDSCH/PUSCH scheduling.
· Use DCI format 0_1 to schedule multiple PUSCHs with a single DCI.
· Use DCI format 1_1 to schedule multiple PDSCHs with a single DCI.

[bookmark: _Hlk72788144]Conclusion:
For a DCI that can schedule multiple PUSCHs,
· CSI-request: When the DCI schedules M PUSCHs, the PUSCH that carries the aperiodic CSI feedback is M-th scheduled PUSCH for M <= 2, or (M-1)-th scheduled PUSCH for M > 2.

Agreement:
· If a PDSCH among multiple PDSCHs that are scheduled by a single DCI is collided with uplink symbol(s) indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated, the UE does not receive the PDSCH.
· FFS on how to handle HARQ-related issue for the PDSCH (e.g., HARQ process numbering)
· The UE does not expect to be scheduled with multiple PDSCHs by a single DCI, where every PDSCH is collided with uplink symbol(s) indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated.
· If a PUSCH among multiple PUSCHs that are scheduled by a single DCI is collided with downlink symbol(s) indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated, the UE does not transmit the PUSCH.
· FFS on how to handle HARQ-related issue for the PUSCH (e.g., HARQ process numbering)
· The UE does not expect to be scheduled with multiple PUSCHs by a single DCI, where every PUSCH is collided with downlink symbol(s) indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated.

[bookmark: _Hlk73013137]Agreement:
For TDRA in a DCI that can schedule multiple PDSCHs (or PUSCHs),
· A row of the TDRA table can indicate PDSCHs (or PUSCHs) that are in consecutive or non-consecutive slots.
· FFS: The maximum value of the gap between two consecutively scheduled PDSCHs or between two consecutively scheduled PUSCHs
· FFS: The maximum value of the gap between the first scheduled PDSCH and the last scheduled PDSCH or between the first scheduled PUSCH and the last scheduled PUSCH
· FFS: Details to introduce the gap between PDSCHs or between PUSCHs

Agreement:
For enhancements of generating type-1 HARQ-ACK codebook corresponding to DCI that can schedule multiple PDSCHs, the set of candidate PDSCH reception occasions corresponding to a UL slot with HARQ-ACK transmission is determined based on a set of DL slots and a set of SLIVs corresponding to each DL slot belonging to the set of DL slots.
· The set of DL slots includes all the unique DL slots that can be scheduled by any row index r of TDRA table in DCI indicating the UL slot as HARQ-ACK feedback timing.
· The set of SLIVs corresponding to a DL slot (belonging to the set of DL slots) at least include all the SLIVs that can be scheduled within the DL slot by any row index r of TDRA table in DCI indicating the UL slot as HARQ-ACK feedback timing.
· FFS: details of further pruning of the set of SLIVs
· FFS: impact if receiving more than one PDSCH in a slot is allowed, e.g., handling of overlapped SLIVs from different rows in the same and different DL slot
· FFS impact of time domain bundling, if supported

Agreement:
· At least for 120 kHz SCS, for a DCI that can schedule multiple PUSCHs and is configured with the TDRA table containing at least one row with multiple SLIVs,
· If CBG-based (re)transmission is configured, CBGTI field is not present when more than one PUSCHs are scheduled, but is present when a single PUSCH is scheduled, as in Rel-16.
· FFS:
· For 480/960 kHz SCS, whether to apply the same behavior with 120 kHz SCS or not to support CBGTI field configuration in the DCI that can schedule multiple PUSCHs
· For a DCI that can schedule multiple PDSCHs and is configured with the TDRA table containing at least one row with multiple SLIVs, whether/how to configure CBGTI/CBGFI fields

Agreement:
If Alt 1 (C-DAI/T-DAI is counted per DCI) is adopted for generating type-2 HARQ-ACK codebook corresponding to a DCI that can schedule multiple PDSCHs, 
· At least two sub-codebooks are generated for a PUCCH cell group where 
· The first sub-codebook is for the following cases: 
· Any DCI that is not configured with CBG-based scheduling and is configured with TDRA table containing rows each with a single SLIV
· Any DCI that is not configured with CBG-based scheduling and is configured with TDRA table containing at least one row with multiple SLIVs and schedules only a single PDSCH
· The second sub-codebook is for the following case: 
· Any DCI that is configured with TDRA table containing at least one row with multiple SLIVs and schedules multiple PDSCHs 
· FFS: Methods (if needed) to align the size of HARQ-ACK feedback corresponding to different DCIs
· FFS: Whether HARQ-ACK bits for 2 PDSCHs scheduled by this DCI can be included in the first sub-codebook in some cases
· FFS: SPS PDSCH release, SCell dormancy indication without scheduled PDSCH
· FFS: 2 or 3 sub-codebooks if CBG is configured for a serving cell in the PUCCH cell group
· FFS: impact of time domain bundling, if supported, e.g., the number of sub-codebooks including single codebook if all A/N bits are bundled into a single bit per DCI

Agreement:
If Alt 2 (C-DAI/T-DAI is counted per PDSCH) is adopted for generating type-2 HARQ-ACK codebook corresponding to a DCI that can schedule multiple PDSCHs, 
· PDSCH(s) scheduled by a single DCI is counted firstly, serving cell(s) in the same PUCCH cell group and same PDCCH monitoring occasion is counted secondly, and PDCCH monitoring occasion(s) is counted thirdly.
· The bit width of counter DAI field in fallback DCI (i.e., DCI formats 0_0 and 1_0) remains the same as in Rel-15 NR.
· Note: The DAI bit width and number of sub-codebooks shall ensure that at most 3 consecutive missed DCIs can be resolved, same as in Rel-15/16 NR 
· This shall not impose additional gNB’s scheduling restriction.
· In case where CBG retransmission is not configured for any serving cell in a same PUCCH cell group, the number of bits for each of counter DAI and total DAI in non-fallback DCI is extended (if needed) at least based on 
· The number of SLIVs associated with the row indexes in TDRA table 
· FFS: details
· FFS: the case with configuration of CBG retransmission
· FFS: the number of sub-codebooks
· FFS: for the UE indicating by type2-HARQ-ACK-Codebook support for more than one PDSCH reception on a serving cell that are scheduled from a same PDCCH monitoring occasion



In this contribution, we present our view on PDSCH and PUSCH enhancements, with primary focus on multi-PUSCH and multi-PDSCH scheduling, HARQ-ACK feedback and potential enhancements to PTRS and DMRS. 
1 [bookmark: _Hlk61590282]Multi-PDSCH/PUSCH scheduling 
Number of PDSCHs/PUSCHs 
At the RAN1#104b-e meeting, it was agreed that maximum number of PDSCHs that can be scheduled with a single DCI in Rel-17 is 8 for SCS of 480 and 960 kHz. In addition, maximum number of PUSCHs that can be scheduled with a single DCI in Rel-17 is 8 [2]. 
Given that a single DCI can schedule up to 8 PUSCHs for different SCSs, including 120/480/960 kHz SCS, it is straightforward to apply similar concept for multi-PDSCH scheduling for system operating between 52.6GHz and 71GHz carrier frequency. In our view, it is not desirable to differentiate the feature on the support of multi-PDSCH/PUSCH based on the subcarrier spacing. In this regard, maximum number of PDSCHs that can be scheduled with a single DCI is 8 for 120 kHz SCS, similar to 480/960 kHz.  
Proposal 1
· Maximum number of PDSCHs that can be scheduled with a single DCI is 8 for 120 kHz SCS. 

Further, as defined in NR, multiple PDSCHs or PUSCHs can be multiplexed in a TDM manner within a slot for SCS of 120kHz. As mentioned above, for system operating between 52.6GHz and 71GHz carrier frequency, it is not appropriate to differentiate the functionality of multi-PDSCH/PUSCH based on the subcarrier spacing. Hence, in our view, for all the supported SCSs including 120/480/960 kHz for NR 52.6-71 GHz, UE can be scheduled with more than one PDSCHs/PUSCHs in a slot for multi-PDSCH/PUSCH scheduling. In this case, more than one SLIVs per slot in a row in TDRA table for multi-PDSCH/PUSCH scheduling are supported. 
Proposal 2
· For NR 52.6-71 GHz, UE can be scheduled with more than one PDSCHs/PUSCHs in a slot for multi-PDSCH/PUSCH scheduling for 120/480/960 kHz SCS. 
· More than one SLIVs per slot in a row in TDRA table for multi-PDSCH/PUSCH scheduling are supported. 

CBG based transmission
For system operating between 52.6GHz and 71GHz carrier frequency, when a large subcarrier spacing, e.g., 480kHz or 960kHz is used, symbol and slot duration is very short, which may pose certain constraint for scheduler implementation. To alleviate scheduler constraint and relax higher layer processing burden, it is more desirable to consider a prolonged scheduling unit. More specifically, multi-TTI based scheduling can be employed, where one PDCCH can be used to schedule multiple PDSCHs or PUSCH carrying independent TBs. Based on this mechanism, scheduler implementation and higher layer processing burdened can be relaxed, while maintaining same peak data rate.
For this range of carrier frequency, it is envisioned relatively large transport block size can be supported even in case when more than one PDSCHs or PUSCHs are scheduled, which can help achieve much higher data rate. In this regard, CBG based operation for multi-PDSCH/PUSCH scheduling is beneficial in term of improving overall system level spectrum efficiency, given the fact that unused resources which are released from the correctly received data can be allocated for other DL or UL transmission.  
At the RAN1#105-e meeting, it was agreed that for 120kHz subcarrier spacing, for multi-PUSCH scheduling, if CBG based transmission is configured, CBGTI field is present when single PUSCH is scheduled and is not present when more than one PUSCHs are scheduled [1]. In our view, same mechanism can be reused for multi-PDSCH scheduling, e.g., CBG based transmission is supported for multi-PDSCH scheduling when a single PDSCH is scheduled. Further, this can also be extended to the case when 480/960kHz subcarrier spacing is used for data transmission. 
Based on the discussions above, for multi-PDSCH/PUSCH scheduling, CBG based transmission is supported for 120/480/960kHz subcarrier spacing when a single PDSCH/PUSCH is scheduled.
Proposal 3
· For multi-PDSCH/PUSCH scheduling, CBG based transmission is supported for 120/480/960kHz subcarrier spacing when a single PDSCH/PUSCH is scheduled. 

TDRA for multi-PDSCH/PUSCH scheduling
At the RAN1#105-e meeting, it was agreed that for multi-PDSCH/PUSCH scheduling, a row of the TDRA table can indicate PDSCHs (or PUSCHs) that are in consecutive or non-consecutive slots [1]. This mainly aims to allow multiple transmissions for different UEs and different beam directions to be multiplexed in a same COT, and hence improve the system level spectrum efficiency. Figure 2.3‑1 illustrates one example of non-consecutive slots for multi-PDSCH scheduling. 
[image: ]
[bookmark: _Ref74050177]Figure 2.3‑1. Non-consecutive slots for multi-PDSCH scheduling

To enable non-consecutive slots for multi-PDSCH/PUSCH scheduling, one straightforward approach is to configure separate k0/k2, mapping type, and SLIV for each scheduled PDSCH/PUSCH in each row of TDRA table, which can provide good flexibility on the resource allocation in time domain. 
Proposal 4
· For multi-PDSCH/PUSCH scheduling, separate k0/k2, mapping type and SLIV for each scheduled PDSCH/PUSCHs can be configured in each row of TDRA table. 

2nd TB for multi-PDSCH scheduling
At the RAN1#104b-e meeting, it was agreed that non-consecutive resources in time can be allocated for different PDSCHs for multi-PDSCH scheduling. In addition, signalling of MCS, NDI, RV for the 1st TB and HARQ process number for the scheduled PDSCHs was agreed [2]. Note that for system operating between 52.6GHz and 71GHz carrier frequency, it is more desirable to support the scheduling of 2nd TB for scheduled PDSCHs in order to achieve higher data rate, which would be a critical factor to differentiate this band compared to NR operating in FR1 or FR2. This is also preferrable when comparing 5G technology with other competing solutions for this frequency band. 
Hence, in our view, scheduling of 2nd TB for scheduled PDSCHs is supported for multi-PDSCH scheduling. Further, as defined in NR, separate MCS, NDI and RV can be indicated for the 2nd TB for the scheduled PDSCHs. Similar to the indication for 1st TB, when 2nd TB for the PDSCHs is scheduled, MCS for 2nd TB in the DCI is commonly applied for the 2nd TB of each PDSCH. For NDI of the 2nd TB, an NDI bitmap is used, which is signalled for each scheduled PDSCH. In addition, for RV of the 2nd TB, a RV bitmap is used when more than one PDSCHs are scheduled, i.e., 1 bit for each PDSCH and 2 bits when a single PDSCH is scheduled. 
Proposal 5
· For multi-PDSCH scheduling 
· Scheduling of 2nd TB is supported.
· For 2nd TB, separate MCS, NDI and RV are signaled from 1st TB.
· For 2nd TB, similar mechanisms for signaling of MCS, NDI and RV for 1st TB are reused. 

DCI content 
For system operating between 52.6GHz and 71GHz carrier frequency, given the fact that contiguous frequency domain resource allocation for uplink transmission is considered, intra-slot frequency hopping can be supported in order to exploit the benefit of frequency diversity in case of multi-PUSCH scheduling. 
In addition, enhancement on FDRA, e.g., by increasing RBG size or changing allocation granularity may not be needed as relatively small number of PRBs for resource allocation can be possible for higher carrier frequency. 
Proposal 6
· [bookmark: _Hlk67293649]For multi-PUSCH scheduling, 
· Support intra-slot frequency hopping for scheduled PUSCHs.
· Do not support enhancement on FDRA.

To reduce DCI size for multi-PDSCH scheduling, some fields in the DCI can be commonly applied for the transmission of scheduled PDSCHs. For instance, same carrier indicator, BWP indicator, frequency domain resource allocation, VRB-to-PRB mapping, PRB bundling size indicator, rate matching indicator, ZP CSI-RS trigger and DMRS configuration including antenna port, DMRS sequence initialization, etc., can be applied for all the scheduled PDSCHs. 
Proposal 7
· For multi-PDSCH scheduling 
· Carrier indicator, BWP indicator, frequency domain resource allocation, VRB-to-PRB mapping, PRB bundling size indicator, rate matching indicator, ZP CSI-RS trigger and DMRS configuration including antenna port, DMRS sequence initialization, etc., can be applied for all the scheduled PDSCHs.


2 HARQ-ACK feedback
2.1 Type-1 HARQ-ACK codebook
In the agreement on Type-1 HARQ-ACK codebook generation in last meeting, the set of occasions corresponding to a UL slot with HARQ-ACK transmission is determined based on a set of DL slots and a set of SLIVs corresponding to each DL slot belonging to the set of DL slots. There are two options to determine the set of SLIVs corresponding to a DL slot (belonging to the set of DL slots). 
· Option 1: the set of SLIVs just include all the SLIVs that can be scheduled within the DL slot by any row index r of TDRA table in DCI indicating the UL slot as HARQ-ACK feedback timing. 
· Option 2: the set of SLIVs include all the SLIVs that are included in any row in the TDRA table. 
Option 2 results in a larger size of the set of SLIVs than Option 1 and is not good in HARQ-ACK codebook size reduction. Therefore, Option 1 is preferred. Further, the impact of the TDD UL-DL configuration should be considered in the determination of the set of SLIVs for a DL slot. If the SLIV(s) of a row in TDRA table overlaps with a UL symbol in a slot that is indicated by the TDD UL-DL configuration, the SLIV(s) is considered invalid and not included in the set of SLIV of the slot. 
In existing NR Type-1 HARQ-ACK codebook generation, the overlap handling and occasion allocation is performed independently in each slot, which may not explore all the means for overhead reduction in multi-PDSCH scheduling. For two possible TDRAs of multi-PDSCH scheduling, even though the SLIVs of the two TDRAs do not overlap in a slot, the two TDRAs may overlap in another slot. Consequently, the same occasion(s) can be shared by the two TDRAs. As shown in Figure 1, if the SLIVs in slot n-2 are processed independently, 2 occasions are necessary since SLIV 1-4 of the first row and SLIV 2-2 of the second row do not overlapped. However, the first row and the second row overlap in slot n-3 in multi-PDSCH scheduling. That is, gNB cannot simultaneously schedule both the first row and the second row. Therefore, it is sufficient to allocate a single occasion for slot n-2 (shared by SLIV 1-4, SLIV 2-2 and SLIV 3-1). 


Figure 1: Configured SLIVs of multiple rows in TDRA table
In an extreme case, it is possible that the set of SLIVs corresponding to a DL slot is empty after considering the TDD UL-DL configuration. consequently, no occasion needs to be allocated for the slot.
Proposal 8
· For Type-1 HARQ-ACK codebook generation, 
· the set of SLIVs just include all the SLIVs that can be scheduled within the DL slot by any row index r of TDRA table in DCI indicating the UL slot as HARQ-ACK feedback timing, considering the TDD UL-DL configuration. 
· to allocate the occasion(s) for a DL slot, the overlap checking is performed across the SLIVs in the multiple slots of the rows in TDRA table

2.2 Type-2 HARQ-ACK codebook
The discussions on Type-2 HARQ-ACK codebook focus the down-selection between Alt 1 and Alt 2. C-DAI/T-DAI is counted per DCI in Alt 1. The 2 bits for a DAI enable UE to identify the missing of up to 3 consecutive PDCCHs. On the other hand, C-DAI/T-DAI is counted per PDSCH in Alt 2. If the number of PDSCHs scheduled by a DCI can be up to 8, the size of C-DAI/T-DAI needs to be 5 bits to ensure that at most 3 consecutive missed DCIs can be resolved. 
One main concern for Alt. 2 is the largest DAI overhead. Further, based on the agreement in last meeting, C-DAI size in fallback DCI is still 2 bits, which causes complexity. If a single codebook is used, the C-DAI in fallback DCI needs additional interpretation. On the other hand, if a separate sub-codebook is used to carry HARQ-ACK feedback for all fallback DCIs, it is lack of protection of the size of the sub-codebook since T-DAI field is not present in fallback DCI. Therefore, we prefer to design Type-2 HARQ-ACK codebook based on Alt 1. In fact, Alt. 1 maximizes reusing the existing design of dual HARQ-ACK sub-codebooks. If time bundling is adopted to generate 1 or 2 HARQ-ACK bits per multi-PDSCH DCI, a single HARQ-ACK codebook can be used for the HARQ-ACK transmission. 
For Alt 1, there was a proposal to increase the number of sub-codebooks. For example, one sub-codebook for the use if single PDSCH is scheduled and for the case that CBG-based transmission is not configured; a second sub-codebook is for multi-PDSCH scheduling when multiple PDSCHs are scheduled; a third sub-codebook is to carry CBG-based HARQ-ACK feedback. Though such proposal may have better control on the number of HARQ-ACK bits for each DCI, it results in the difficulty to protect the size of a sub-codebook. Assuming T-DAI is only indicated for the scheduled sub-codebook, the possible wrong sizes of the other two sub-codebooks result in incorrect overall HARQ-ACK codebook size, which would introduce increased failure probability of HARQ-ACK transmission. 
Since the C-DAI counts the number of PDCCH, the same number of HARQ-ACK bits is associated with each PDCCH in a sub-codebook. For the first sub-codebook, the number of HARQ-ACK bits per DCI is 2 if at least one serving cell is configured with PDSCH transmission with 2 TBs. Otherwise, the number of HARQ-ACK bits per DCI is 1. For the second sub-codebook, the number of HARQ-ACK bits per DCI has to be determined by the maximum number of configured HARQ-ACK bits per DCI. As proposed in above Proposal 3, we assume it is not supported that more than one PDSCHs with CBG based transmission are scheduled by a multi-PDSCH DCI. Therefore, denote the maximum number of TBs that can be scheduled by a multi-PDSCH DCI as M and the number of configured CBGs for a PDSCH as N, the number of HARQ-ACK bits per DCI in the second sub-codebook equals to the maximum of all configured values M and N among all the configured cells. 
Regarding the following FFS point, 
•	FFS: Whether HARQ-ACK bits for 2 PDSCHs scheduled by this DCI can be included in the first sub-codebook in some cases
We think it can be supported if 2 HARQ-ACK bits per DCI are reported in the first sub-codebooks. Otherwise, the number of reported HARQ-ACK bits for the DCI that schedules 2 PDSCHs or one PDSCH with 2 TBs has to be max(all values M, all values N). For example, the number of HARQ-ACK bits may be up to 16 bits (maximum 8 PDSCHs with 2 TBs per PDSCH), which leads to increased HARQ-ACK overhead of 14 bits per DCI. 
A further FFS point is regarding the handling of HARQ-ACK feedback for SPS PDSCH release, SCell dormancy indication without scheduled PDSCH. Since there is no scheduled PDSCH, the function of the HARQ-ACK feedback is to confirm the detection of the DCI. Therefore, single HARQ-ACK bit is sufficient. In our view, it is straightforward to include the 1-bit HARQ-ACK in the first sub-codebook for the DCI indicating SPS PDSCH release, SCell dormancy indication without scheduled PDSCH. 
Proposal 9
· Type-2 HARQ-ACK codebook is generated with Alt 1 ‘C-DAI/T-DAI counted per DCI’
· Two sub-codebooks are generated for a PUCCH cell group
· If time bundling is configured, a single HARQ-ACK codebook may be adopted.
· If 2 HARQ-ACK bits are generated for a multi-PDSCH DCI, it is included in the first sub-codebook if 2 HARQ-ACK bits per DCI is reported in the first sub-codebooks
· Same number of HARQ-ACK bits is associated with each DCI in a sub-codebook
· Denote the maximum number of TBs that can be scheduled by a multi-PDSCH DCI as M and the number of configured CBGs for a PDSCH as N, the number of HARQ-ACK bits per DCI in the second sub-codebook equals to the maximum of all configured values M and N among all the configured cells
· 1 HARQ-ACK bit is included in the first sub-codebook for the DCI indicating SPS PDSCH release, SCell dormancy indication without scheduled PDSCH

2.3 Time domain bundling of HARQ-ACK feedback
For system operating between 52.6GHz and 71GHz carrier frequency, the slot or one PDSCH transmission is very short. For instance, slot duration for 960kHz subcarrier spacing is approximately 15.60µs. This indicates that consecutive PDSCHs may very likely experience similar channel conditions. In this case, for HARQ-ACK feedback of multi-PDSCH scheduling, it may be more desirable to consider time domain bundling of HARQ-ACK feedback, which can also help in reducing the HARQ-ACK codebook size. Since the multiple PDSCHs are scheduled by the same DCI, they are always being received or missed in same manner. Therefore, there is no error case for time domain bundling over the multiple PDSCHs that are scheduled by the same DCI. Figure  illustrates one example of time-domain bundling of HARQ-ACK feedback. In the figure, it is assumed bundling size of 2 slots for HARQ-ACK feedback. 
[image: ]
[bookmark: _Ref61588745]Figure 3. Time-domain bundling of HARQ-ACK feedback
Time domain bundling can be easily incorporated into Type-2 HARQ-ACK codebook. Whether a single HARQ-ACK codebook or two sub-codebooks are used can be determined by the maximum number of bundled HARQ-ACK bits per multi-PDSCH DCI. For example, if the maximum number of bundled HARQ-ACK bits can be larger than 2, two sub-codebooks are used. On the other hand, if the maximum number of bundled HARQ-ACK bits per multi-PDSCH DCI is one or two, it needs further discussions whether a single HARQ-ACK codebook or two sub-codebooks are used. The same number of HARQ-ACK bits is still reported for each DCI in the single codebook or each of the two sub-codebooks. One discussion point is whether it should be included in the first or the second sub-codebook if only two bundled HARQ-ACK bits are generated for a multi-PDSCH DCI. We prefer to define the same behavior as the case when time bundling is not configured, that is, the two bundled HARQ-ACK bits can be included in the first sub-codebook if 2 HARQ-ACK bits per DCI is reported in the first sub-codebooks. 
Adding time bundling to Type-1 HARQ-ACK codebook as proposed in Proposal 8 needs more discussions. Assuming X occasions are generated by Proposal 8, the adjacent occasions may be linked to non-overlap rows of TDRA with same or different K1 value. It is possible that gNB may schedule the multiple non-overlap rows simultaneously by multiple DCIs. However, if UE misses one of the multiple DCIs, UE generates the wrong bundled HARQ-ACK information. Therefore, it should be guaranteed that a bundled occasion corresponds to multiple HARQ-ACK bits that are associated with same multi-PDSCH DCI. 
Proposal 10
· Time domain bundling can be supported in Type-2 HARQ-ACK codebook. 
· FFS how to determine the number of sub-codebooks
· The same grouping of the two sub-codebooks by the number of bundled HARQ-ACK bits as the case that time bundling is not configured.
· Time domain bundling can be supported in Type-1 HARQ-ACK codebook. 
· A bundled occasion corresponds to multiple HARQ-ACK bits that are associated with same multi-PDSCH DCI.

3 PTRS Enhancements
Potential PT-RS enhancements for CP-OFDM
Phase noise is one of the main performance limiting factors in FR2-2 comparing to the lower NR bands. Given the agreement made at RAN1#103-e [3], the complete support of system operation at SCS 120kHz is mandatory for FR2-2 devices. However, as we showed in our previous contributions [4][5], ensuring the support of all 64QAM MCSs and transmission ranks is challenging even with the advanced de-ICI filtering method proposed in [6]. High MCSs may require a combination of several receiver implementation techniques to be supported with rank 2 Tx, some MCSs may not be supported in a practical implementation at all. Therefore, introduction of a UE capability of supporting certain MCS/rank combinations is needed in FR2-2. In case appropriate UE capability to indicate lack of support for specific MCS/rank combination is not possible, RAN1 may need to investigate the possibility remove to support for several highest MCSs with rank 2. The particular MCS range subject to UE capability introduction or removal of support requires further study by RAN1.
Existing UE capability signaling, supportedModulationOrderDL and supportedModulationOrderUL, are not adequate to allow UE to indicate that it cannot support specific modulation. This is because the existing modulation order indication is only use to determine the peak data rate and not used to limit the modulation order that the gNB can use for scheduling. Therefore, RAN1 should further consider introduction of new UE capability to address the processing challenges for each subcarrier spacing. The following is the description for supportedModulationOrderDL and supportedModulationOrderUL.
	supportedModulationOrderDL
	Indicates the maximum supported modulation order to be applied for downlink in the carrier in the max data rate calculation as defined in 4.1.2. If included, the network may use a modulation order on this serving cell which is higher than the value indicated in this field as long as UE supports the modulation of higher value for downlink. If not included: 
- for FR1, the network uses the modulation order signalled in pdsch-256QAM-FR1. 
- for FR2, the network uses the modulation order signalled per band i.e. pdsch-256QAM-FR2 if signalled. If not signalled in a given band, the network shall use the modulation order 64QAM. 
In all the cases, it shall be ensured that the data rate does not exceed the max data rate (DataRate) and max data rate per CC (DataRateCC) according to TS 38.214 [12]. 

	supportedModulationOrderUL
	Indicates the maximum supported modulation order to be applied for uplink in the carrier in the max data rate calculation as defined in 4.1.2. If included, the network may use a modulation order on this serving cell which is higher than the value indicated in this field as long as UE supports the modulation of higher value for uplink. If not included,
- for FR1 and FR2, the network uses the modulation order signalled per band i.e. pusch-256QAM if signalled. If not signalled in a given band, the network shall use the modulation order 64QAM.
In all the cases, it shall be ensured that the data rate does not exceed the max data rate (DataRate) and max data rate per CC (DataRateCC) according to TS 38.214 [12].



Proposal 11:	RAN1 to introduce UE capability of supporting high MCS/rank combinations in FR2-2. Details of the capability signal is FFS.
The current section provides the results of our internal verification of PN compensation performance potentially achievable in a realistic receiver implementation. We show the limits of performance improvement solely by means of advanced Rx processing as well as evaluate the gains achievable with some PT-RS enhancements in the spec (block PT-RS pattern, PT-RS power boosting).
Receiver implementation based PN compensation
Several methods can be used to improve PN compensation at the receiver. In this section we focus on the ones that don’t require any specification changes and, at the same time, can be implemented at UE with a increased complexity.
De-ICI filtering
The frequency domain de-ICI filtering proposed in [6] significantly improves PN compensation performance comparing to CPE compensation, however at the cost of adding substantial complexity. In order to keep the computational overhead reasonable, we limit our evaluation by 3, 5 and 7-tap de-ICI filters.
Two de-ICI filter coefficients estimation strategies are considered in this paper. The first is based on direct coefficients  estimation using filtering MSE minimization criteria (described in detail in Sec. 2.1 of [6]):

where  matrix’s rows are the received QAM symbols at each PT-RS tone and 2u tones around it.  and  are the corresponding PT-RS tone channel coefficient and the transmitted PT-RS symbol, 2u+1 defines the size of the filter.  represents the autocorrelation matrix of the received symbols (distorted by PN). Thanks to the fact that  can contain not only received PT-RS, but also data symbols received at the neighboring tones, the number of terms for averaging the autocorrelation matrix elements is always equal to the number of PT-RS N.
The second approach derives de-ICI filter coefficients from the central taps of PN spectrum estimate, relying on the Fourier transform property:  where  is a PN realization and  is its spectrum. The property says that the PN compensating filter taps should be a complex conjugate of PN spectrum taps taken in the reversed order. So, the filter coefficients are derived as:


[bookmark: _Hlk79171359]where  is the antidiagonal permutation matrix. Please note, that unlike in Sec. 2.2 of [6] the matrix  here contains all the PT‑RS tones in an OFDM symbol, not just the tones of a single PT-RS block.  represents the autocorrelation matrix of the PT-RS sequence passed through the fading channel (not distorted by PN). The number of terms for its averaging is N(1 – 2u/NB), where NB is the number of tones in PT-RS block. It’s worth to mention, that the number of terms is always less than the number of PT-RS, however the difference becomes smaller as NB increases.
Please note, that both approaches don’t enforce any specific property on the de-ICI filter coefficients. However, the ties between the compensating filter taps and the PN spectrum taps allow to exploit the PN spectrum conjugate anti-symmetry property to improve the filter taps estimation [7]:

This operation is very low-complex, while provides some performance gain. We recommend to consider it as a part of reasonably advanced receiver implementation for performance evaluations.
[bookmark: _Hlk79183602]Observation 1:	De-ICI filtering performance can be improved by using conjugate anti-symmetric filter.
In our view, the PT-RS sequence type doesn’t have a fundamental impact on de-ICI performance, although it’s cyclic properties can facilitate low complexity filter coefficients estimation. However, as shown in [8] the coefficients estimation complexity is a smaller portion of the one of de-ICI processing, while the larger one is the frequency domain de-ICI filtering itself. In our evaluation the original Rel-15 PT-RS Gold sequence was used.
[bookmark: _Hlk79177629]Lastly, we should note that de-ICI filtering has a fundamental performance limitation due to the finite filter bandwidth BA = SCS ‧ (2u+1). The performance upper bound of the frequency domain filtering can be assessed by passing PN realizations through an ideal high pass filter with the stopband width equal to BA. The residual high-frequency PN components can be partly compensated only with time domain processing.
CP-based time domain phase ramp pre-compensation
The time domain PN compensation method that doesn’t require additional IFFT/FFT is the CP-based linear phase error ramp pre-compensation [7]. It leverages the fact that the main source of difference between a CP and the end of an OFDM symbol is PN (CIR is assumed to be constant within the OFDM symbol).
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Figure 4.1‑1 CP-based linear phase error ramp estimation
As the first step, the phase difference Δφ should be estimated as the argument of cross-correlation between CP and the corresponding ending samples:

Please note, that the first LCIR samples of CP are excluded from the processing to avoid the disturbance caused by intersymbol interference. LCIR should be chosen in accordance with the sampling rate and channel delay spread. Since this study primarily focuses on 120kHz SCS and delay spread values <10ns, LCIR = 50 was used.
The second step is compensating the linear phase error ramp within an FFT window:

This compensation technique doesn’t have bandwidth limitations, so it can be used as a pre-processing step before FFT and frequency domain de-ICI filtering. It also has moderate computational complexity. In our view, CP-based linear phase ramp pre-compensation can be considered as a part of reasonably advanced receiver implementation for performance evaluations.
Observation 2:	De-ICI filtering performance can be improved by using CP-based linear phase ramp pre-compensation.
Time domain compensation
The other way to bypass the bandwidth limitation of the frequency domain filtering is applying de-ICI compensation in time domain. This method involves additional IFFT of the zero-padded filter coefficients A. The elements of the resulting time domain vector  may not have unit magnitude since neither of the two de-ICI filter estimation approaches ensures this property. PN compensating vector should be derived by forcing the magnitude to 1 for each element of . This operation effectively leads to the extension of the de-ICI compensation bandwidth. The compensation is done by elementwise multiplication of time domain OFDM symbol samples with the PN compensating vector:

This method helps to overcome the bandwidth limitation of the frequency domain de-ICI but requires additional IFFT for the filter and second FFT for OFDM samples after the compensation. Although there is a clear performance benefit, the computational price is pretty high.
Observation 3:	De-ICI performance can be improved by applying the unit-magnitude de-ICI compensation in time domain.
PT-RS enhancements
In this section we discuss PN compensation improving methods, which require specification changes. The evaluation methodology we used is also described here.
Block PT-RS
[bookmark: _Hlk79195239][bookmark: _Hlk79195457][bookmark: _Hlk79194477]Grouping PT-RS tones into blocks is required for PN spectrum-based de-ICI filter estimation work. It may also be useful to form a guard band around the PT-RS tones used in  (direct filter coefficients estimation) or  vectors (PN spectrum-based estimation). In this paper we provide the simulation results for the full range of PT-RS block sizes NB from 1 to 128 with both de-ICI filter estimation approaches.
The uniform grid of PT-RS blocks was assumed in the evaluation. The total number of PT-RS tones N=128 (corresponding to PT-RS frequency density K=2 with NPRB=256) was kept the same during all the evaluations. With increasing NB, the tones were only redistributed to form fewer blocks of a larger size (see Figure 4.1‑2).
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[bookmark: _Ref79194681]Figure 4.1‑2 The uniform PT-RS block grid
[bookmark: _Hlk79195660][bookmark: _Hlk79195779][bookmark: _Hlk79195550]Only the central N(1 – 2NGB/NB) tones of each PT-RS block were used in  vector of the direct filter coefficients estimation algorithm, where NGB is the number of guard band tones at each PT-RS group edge. Similarly, only the central N(1 – 2(u+NGB)/NB) tones of a block was used in  vector of the PN spectrum-based estimation algorithm.
PT-RS power boosting
Another promising method of improving PN compensation performance is more flexible PT-RS power boosting, which however would require power redistribution from data to PT-RS REs. Some new signalling would also be needed to indicate the relative DM-RS to data RE power. However, we don’t investigate the trade-off between PN compensation improvement and the data SNR reduction in this paper. As an initial step, we provide the evaluation of boosting the PT-RS power while keeping the same power for data REs. The more detailed study is expected later. 
Simulation results
In order to evaluate the usefulness of block PT-RS pattern and PT-RS power boosting, it’s good to derive the set of MCS/rank combinations subject to UE capability in cases the above enhancements are present or not. The next section provides insight on the achievable performance improvement without specification changes.
Receiver implementation based PN compensation
Firstly, MCS27 – the highest achievable MCS under the simulation assumptions [9] – was simulated with rank 1 (see Figure 4.1-3). It can be seen that 10% BLER can be achieved below 30dB SNR with 7-tap de-ICI filter. So, in this scenario UE doesn’t even need to apply any advanced receiving algorithms to support the full range of MCSs with rank 1.
[bookmark: _Hlk79225781]Observation 4:	all the MCSs can be supported with rank 1 without any enhancements in the specification with advanced PN compensation technique.
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[bookmark: _Hlk79225365][bookmark: _Hlk79225354]Figure 4.1‑3 High MCS performance with rank 1 120kHz
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[bookmark: _Hlk79228654]Figure 4.1‑4 High MCS performance with rank 2 120kHz
[bookmark: _Hlk79225900]Observation 5:	MCSs up to MCS22 for CP-OFDM can be supported with rank 2 and SCS120kHz using frequency domain de-ICI filtering.
Observation 6:	MCSs up to MCS25 for CP-OFDM can be supported with rank 2 and SCS120kHz using the combination of CP-based pre-compensation, conjugate antisymmetric de-ICI filter property and the unit-magnitude de-ICI compensation in time domain.
Observation 7:	MCS26 for CP-OFDM and above cannot be supported with rank 2 and SCS120kHz by any means of a realistic UE implementation.
[bookmark: _Hlk79226586]If no PT-RS enhancement will be adopted in the specification, supporting MCSs 23-25 with rank 2 and SCS120kHz should be a UE capability. The specification should not expect a UE to support MCSs 26-28 with rank 2 and SCS120kHz in that case.
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Figure 4.1‑5 High MCS performance with rank 2 960kHz
Observation 8:	MCSs up to MCS24 for CP-OFDM can be supported with rank 2 and SCS960kHz using frequency domain de-ICI filtering.
Observation 9:	MCSs up to MCS26 for CP-OFDM can be supported with rank 2 and SCS960kHz using the combination of CP-based pre-compensation, conjugate antisymmetric de-ICI filter property and the unit-magnitude de-ICI compensation in time domain.
Observation 10:	MCS27 and above cannot be supported with rank 2 and SCS960kHz by any means of a realistic UE implementation for CP-OFDM.
If no PT-RS enhancement will be adopted in the specification, supporting MCSs 24-26 with rank 2 and SCS960kHz should be a UE capability. The specification should not expect a UE to support MCSs 27-28 with rank 2 and SCS960kHz in that case.
PT-RS enhancements
The full set of different PT-RS block sizes NB from 1 to 128 was simulated with the same total PT-RS overhead using PN spectrum-based (solid curves) and direct de-ICI filter coefficients estimation (dashed curves) to find the best performing conditions for both of them. Also, the performance of the high pass filter suppressing PN spectrum components within de-ICI filter bandwidth is provided for reference (dash-dotted lines).
[bookmark: _Hlk79228385][bookmark: _Hlk79227758]It can be seen that the performance of PN-spectrum based estimation algorithm drastically varies among the PT-RS block sizes. The reason is the ICI suppression level depends on the quality of estimating the autocorrelation matrix . The number of averaging terms used to estimate the matrix elements shrinks significantly when NB is small, while it becomes almost the same as in direct coefficients estimation case when NB is larger. That’s why PN-spectrum based approach is inferior to the direct one at the small PT-RS block sizes, while it outperforms the competing algorithm at large PT-RS blocks.
One can also notice the degradation trend of both algorithms performance as NB grows above ~40. This is due to the increased probability of grouped PT-RS fading in a frequency-selective channel. That effect doesn’t let PN-spectrum based approach to become the overall winner in a fading channel (see Figure 4.1-6, TDL-A), because frequency selectivity eliminates its advantage at large PT-RS block size.
However, in almost flat LoS channel (see Figure 4.1-6, TDL-E) the PN-spectrum based algorithm can significantly (~1.5dB at MCS22) outperform the direct coefficients estimation at its best performing NB ~ 40. Since LoS condition is common in mmWave communication, that fact gives a strong motivation for supporting block PT-RS pattern in FR2-2.
Proposal 12:	Adopt block PT-RS pattern for use in FR2-2.
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Figure 4.1‑6 De-ICI filtering performance as a function of PT-RS block size
Figure 4.1-7 shows how advanced Rx implementation algorithms, PT-RS power boosting and the usage of 1 edge subcarrier of a PT-RS block as a guard band can improve PN compensation performance across different NB. It can be seen that PT-RS power boosting gain increases with the block size NB from 0 to ~0.7dB. So, it’s worth to define flexible PT-RS power boosting only in together with block PT-RS. However, the gain is quite modest in the evaluated scenario, so it would be premature to recommend adoption of the power boosting based on these results. RAN1 should continue studying this aspect since it can reduce the number of non-supported MCSs/MCSs subject to UE capability.
Observation 11:	6dB PT-RS power boosting improves the MCS22 PN compensation performance from 0 to 0.7 dB depending on PT-RS block size.
Proposal 13:	RAN1 to continue studying PT-RS power boosting aspects.
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Figure 4.1‑7 De-ICI filtering performance improvement by implementation and specification-based enhancements

Potential PT-RS enhancements for DFT-s-OFDM
PN robust CBs mapping
Grouped PTRS samples are added before transform precoding (DFT) to compensate phase noise impact in NR UL.  sample groups are distributed over pre-DFT domain to capture time variation of PN, while  samples within a group are intended to improve CPE estimation quality for that group. Five PTRS patterns are currently supported in NR (see Figure 4.2-1 4.2‑1).
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[bookmark: _Ref68640447]Figure 4.2-1. NR UL PTRS patterns (per DFT-s-OFDM symbol)
PN estimation error is unequally distributed within a DFT-s-OFDM symbol. If the gap between PTRS groups is comparable to the typical time variation of PN, the quality of CPE compensation at a sample significantly depends on the distance to the closest PTRS group. So, the samples in a middle between the groups get worse PN compensation than the other ones. A DFT‑s‑OFDM symbol is often shared between several code blocks (CBs) of a transport block (TB). So, the PN compensation performance may be different among the CBs depending on the location of their corresponding data samples. 
Figure 10 provides the examples of the possible data and PTRS samples mapping together. The current NR specifies CBs concatenation on a bit level to form a TB together with TB CRC. Given the consecutive mapping of modulated QAM symbols to DFT-s-OFDM samples, the data samples corresponding to different CBs are also concatenated consequently. With certain PTRS patterns it may cause some CBs to suffer from PN more than the others. In the left example below CB0 and CB2 usually get better CPE compensation than CB1. This systematic unbalance between CBs BLERs increases TB BLER.
[bookmark: _Hlk68654575]Observation 12:	Unequal distribution of PN estimation error among DFT-s-ODFM samples may lead to systematic unbalance between code blocks’ BLERs.
In the right example the data samples corresponding to different CBs are interlaced. The interlacing may be done on QAM symbol level within each DFT-s-OFDM symbol or a group of DFT-s-OFDM symbols. An illustration of the interlacing is shown in Figure 4.2‑1.2-2. In this case the PN estimation error is equally distributed among the CBs, so there is no systematic unbalance between CBs BLERs.
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[bookmark: _Ref68640546]Figure 4.2‑1.2-2. Examples of concatenated (left) and interlaced (right) CBs mapping
[bookmark: _Hlk68644388] The simulation has been done to evaluate the performance of all five NR PTRS patterns with regular CB mapping and interleaved mappings. The interleaving used in the evaluation was a simple modulation order level block interleaving of all CBs. Firstly, the results (in Figure ) show that only the patterns with 4 and 8 PTRS groups are applicable at 60GHz with 120kHz SCS. Secondly, given the same number of groups the patterns with larger number of samples in a group perform worse due to higher overhead. Finally, it can be seen that CBs interlacing within each DFT-s-OFDM symbol provides performance gain over CBs concatenation in all the scenarios. Larger gains are expected in peak data rate scenario, when the higher MCSs are used.
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[bookmark: _Ref68640568]Figure 4.2-3. PUSCH BLER performance with different PTRS patterns and CBs mapping
Observation 13:	PUSCH PTRS patterns with only 4 and 8 PTRS groups provide acceptable performance with 120kHz SCS.
[bookmark: _Hlk80041854]Observation 14:	Code blocks interlacing within a DFT-s-OFDM symbol provides performance gain from 0.5dB to 1.7dB at MCS22.
However, the details of the interlacing mapping require further study. This may include interleaving depth, handling of PTRS resource mapping with time density L>1, handling of different number of bits/modulated symbols for each CB in a DFT-s-OFDM symbol.
[bookmark: _Hlk80043582]Proposal 14:	RAN1 to consider code blocks interlacing for PUSCH with transform precoding.
PT-RS patterns with increased density
Even though only rank-1 transmission is needed to be supported in NR UL, DFT-s-OFDM faces the challenges with high MCS performance too. Given more severe PN distortion compared to lower frequencies, the existing PT-RS patterns may not provide short enough phase error interpolation distance between PT-RS groups. It was agreed [2] to evaluate whether PT‑RS patterns with larger number of groups are required to ensure stable PN compensation performance.
The evaluation results are provided for two PT-RS patterns with 16 PT-RS groups (Figure 4.2-4). Please note, that the first and the last group are located at the edges of a DFT-s-OFDM symbol, similar to some existing NR patterns.
	Ng = 16, Ns = 2
(16,2)
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	Ng = 16, Ns = 4
(16,4)
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[bookmark: _Hlk80041498]Figure 4.2-4. DFT-s-OFDM PT-RS patterns with increased number of groups
It can be seen (Figures 4.2-5, 4.2-6) that the pattern with increased time density is very useful for the highest MCSs such as MCS27. The gains are in the order of 10dB since it helps to avoid the error floor. However, starting from MCS24 the gains become modest for 120kHz SCS and almost disappear for 960kHz SCS.
[bookmark: _Hlk80042313][bookmark: _Hlk80080589]Observation 15:	for 120kHz SCS increased time density PT-RS patterns provide more than 10dB gain for MCS27, at most 2dB gain for MCS24 and less than 0.7dB gain for MCS22.
[bookmark: _Hlk80043532][bookmark: _Hlk80042412]Observation 16:	for 960kHz SCS increased time density PT-RS patterns provide more than 5dB gain for MCS27, at most 0.5dB gain for MCS24 and almost no gain for MCS22.
In our view, adoption of a 16 group PT-RS pattern can be useful to improve UL peak data rate.
Proposal 15:	Adopt PT-RS pattern with Ng = 16 for PUSCH with transform precoding.
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Figure 4.2-5. BLER performance of PT-RS patterns with 8 and 16 groups. 120kHz SCS, 400 MHz BW
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[bookmark: _Hlk80052259]Figure 4.2-6. BLER performance of PT-RS patterns with 8 and 16 groups. 960kHz SCS, 2000 MHz BW
Another interesting result is that PT-RS patterns performs better with 2 samples/group for smaller allocation size (160PRB), while 4 samples/group perform better at larger allocation size (256PRB). This can be because pre-DFT sample itself is longer in case of a small allocation, so the similar level of CPE estimate averaging can be achieved with smaller number of samples per group.
[bookmark: _Hlk80042649]Observation 17:	(16,4) PT-RS pattern performance is better at larger FDRA (256PRB), (16,2) PT-RS pattern performance is better at smaller FDRA (160PRB).
Other important aspect is that after testing different PT-RS patterns, MCSs, SCSs and FDRAs we can confirm that per-OFDM symbol CBs interlacing described in Section 4.2.1 provides some performance gain in all the scenarios. Moreover, the gain is pretty large in high data rate case. For example, applying the interlacing with 960kHz SCS allows to support the full range of MCSs using the existing (8,4) PT-RS pattern.
[bookmark: _Hlk80044650]Observation 18:	per-OFDM symbol CBs interlacing substantially improves the performance for all the tested scenarios (across different PT-RS patterns, MCSs, SCSs and FDRAs).
Observation 19:	applying CBs interlacing allows to support the full range of MCSs using the existing (8,4) PT-RS pattern for 960kHz SCS.
Rx timing shift robust PT-RS patterns
The issue of the interplay between DFT-s-OFDM PN compensation and Rx timing was firstly brought up in [10]. Receiver’s FFT window placement in time domain fluctuates due to imperfect synchronization. To avoid getting the next OFDM symbol’s samples into FFT window (intersymbol interference), receiver usually shifts the window towards the beginning of the current symbol by some predetermined Rx timing advance. So, because of the timing fluctuation and the intentionally set timing advance some portion of CP samples usually gets into FFT window. After the equalization stage these samples get wrapped around to the last pre-DFT samples (see Figure 4.2-7). During PN compensation stage receiver may assume phase error eφ continuity across the pre-DFT samples, which would allow it to interpolate phase error estimates (shown as orange crosses) between PT-RS groups’ positions. However, since the wrapped around samples are distorted by the beginning of PN realization while the neighbor samples are distorted by the end of PN realization, the phase error continuity between them shouldn’t be assumed. If PT-RS group(s) are wrapped-around in part or in whole, the simple interpolation will lead to a bad PN compensation performance. To avoid that, either PT-RS groups should be moved to prevent wrap-around, or the PN compensation/interpolation module should take the wrap around into account.
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[bookmark: _Hlk80068912]Figure 4.2-7. PN realization discontinuity as the result of Rx timing shift
Thus, it’s fair to evaluate the potential PT-RS group position enhancement considering two possible types of PN processing at the receiver, which we call “timing shift agnostic” and “timing shift aware” PN compensation. Both are described and evaluated in the following subsections. We also discuss the Rx timing shift estimation method we consider as a realistic receiver implementation.
DM-RS-based Rx timing shift estimation
The number of samples FFT window is shifted  can be derived from the average phase ramp between the channel coefficients at the neighbour subcarriers (can be averaged over  antenna ports):
[bookmark: _Hlk80062844][bookmark: _Hlk80060820]
The channel coefficients are estimated at the DM-RS tones  corresponding to an antenna port , so the minimal number of subcarriers between the same antenna port DM-RS  need to be taken into account:
[bookmark: _Hlk80062959]
Finally, the timing shift estimate is converted to the unit of pre-DFT samples as .
At first, the estimate is used to compensate the corresponding phase ramp in frequency domain before MMSE equalizer. Secondly, it may be used by the PN compensation module to correctly interpolate phase error between PT-RS group positions.
Timing shift aware PN compensation
[bookmark: _Hlk80065804][bookmark: _Hlk80065817]Provided with Rx timing shift in units of pre-DFT samples , timing shift aware PN compensation module interprets it as a position of phase error discontinuity. If it falls between PT-RS groups, the phase error estimates from the closest groups are directly applied to the samples between the groups and the discontinuity point (without interpolation, see Figure 4.2‑9). Note that the interpolation can be done in a circular way between the first and the last PT-RS group if there is no discontinuity between them (Figures 4.2-9, 4.2-10). If the discontinuity point falls at the PT-RS group, the group effectively splits into two with smaller number of samples. Two PN estimates are independently derived using the PT-RS samples at each side of the point (Figure 4.2-10). In summary, timing shift aware PN compensation is a circular interpolation process with an arbitrary point of discontinuity.
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Figure 4.2-8. Phase error interpolation without wrapped around PT-RS groups
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[bookmark: _Hlk80069111][bookmark: _Hlk80069098]Figure 4.2-9. Phase error interpolation with wrapped around PT-RS groups
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Figure 4.2-10. Phase error interpolation with partly wrapped around PT-RS group
In contrast, timing shift agnostic PN compensation is an interpolation process with the fixed point of discontinuity. It’s always assumed to be located between the last and the first sample (Δt = 0) to simplify the implementation. If it does not reflect reality, performance degradation is expected even if no PT-RS group is wrapped around, but some data samples.
[bookmark: _Hlk80070867]Simulation results
[bookmark: _Hlk80072216]We evaluate (8,4) and (16,2) PT-RS patterns with two versions of each. One is the version with the first and the last PT-RS group placed at the edges of a DFT-s-OFDM symbol (e.g., see Figure 4.2-7). It’s the original version of (8,4) pattern from NR specification, we call it “edge-aligned” version. The second is the version proposed in [10], which has the uniform placement of the PT-RS groups at the centres of each MPUSCH / Ng samples interval (e.g., see Figure 4.2-8 – 4.2-10). It’s denoted as “center-aligned” version. We evaluate the patterns with both timing shift agnostic (Δt-agnostic) and timing shift aware (Δt-aware) PN compensation.
The required SNR level to achieve 10% BLER is provided as a function of Rx timing shift. Time is shown as a percentage of the CP length with the positive values corresponding to FFT window moved towards the CP.
Firstly, it can be seen that the required SNR has reasonable values only in the timing shift range from 0 to ~100% of CP length and abruptly increases out of this range (Figure 4.2-11). Intersymbol interference from the previous (Δt > CP) and the next (Δt < 0) OFDM symbols makes other timing shifts inaccessible.
It’s also clear that each curve on the figures has a clear peak, which is more pronounced in time shift agnostic PN compensation case. It corresponds to the Rx timing shift that wraps the last PT-RS group around but doesn’t do so with the neighboring data samples. Therefore, the PN compensation applied to these data samples becomes inadequate to the PN realization distorted them. The location of the last PT-RS group in the Rx timing shift domain is highlighted by the vertical shaded area of the corresponding PT-RS pattern color.
Observation 20:	time shift agnostic DFT-s-OFDM PN compensation leads to ~6-10dB degradation when Rx time shift is close to the time spacing between the last PT-RS group and the end of the symbol.
Observation 21:	time shift aware DFT-s-OFDM PN compensation reduces the degradation to ~0.3-4.5dB when Rx time shift is close to the time spacing between the last PT-RS group and the end of the symbol.
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Figure 4.2-11. DFT-s-OFDM PN compensation performance as a function of Rx timing shift
Not surprising, the location of the peak is in the small timing shifts range for the edge-aligned patterns. It means these patterns suffer from the rapid performance degradation while going from 0 to ~20% CP Rx timing shift, especially if timing agnostic PN compensation is applied. However, the values in this range are likely to be chosen as the Rx timing advance. The height of the center-aligned pattern peaks is larger, but thanks to their location, the performance at the small timing shifts is smooth.
[bookmark: _Hlk80079200]Observation 23:	edge-aligned and center-aligned DFT-s-OFDM PT-RS patterns outperforms one another within different Rx timing shift ranges, if time shift agnostic PN compensation is applied.
Observation 24:	center-aligned DFT-s-OFDM PT-RS pattern ensures slow performance degradation with small Rx timing shifts, if time shift agnostic PN compensation is applied.
In case timing aware PN compensation is applied, wrapping PT-RS groups around becomes less critical. The performance is determined more by interpolation distances the pattern provides. Because the center-aligned patterns are cyclically uniform, there is no long interpolation distances. This is the reason the center-aligned patterns outperform edge-aligned patterns even when wrapping around issues are mitigated by the PN compensation module.
[bookmark: _Hlk80079956]Observation 25:	center-aligned DFT-s-OFDM PT-RS patterns outperform edge-aligned patterns across the whole range of Rx timing shifts, if time shift aware PN compensation is applied.
In summary, the evaluation above shows that center-aligned patterns have the competing advantage with both possible timing-related types of PN-compensation. In our view, it’s beneficial to adopt the center-aligned version of (8,4) pattern and, in case (16,2) pattern will be agreed, adopt it in center-aligned form as well. 
Proposal 16:	adopt the center-aligned version of (8,4) and (16,2) PT-RS patterns.
4 DMRS Enhancements
Enhancements to DMRS for NR extension up to 71 GHz has been considered since RAN1 #104-e. The main motivation for them is to improve channel estimation performance especially for high subcarrier spacing (480 kHz/960 kHz) in frequency selective channels. This may be important for DMRS structures with comb-like mapping in the frequency domain, such as NR DMRS Type-1, as discussed further below.
In NR, DMRS utilizes frequency domain OCC to multiplex DMRS ports within the same resource elements. Even if the UE is receiving the transmission using rank-1, the UE needs to de-spread the OCC before channel estimation since the UE is not aware of whether other UEs are multiplexed in the same resources using an orthogonal DMRS port or not. Therefore, the UE will need to always assume that there may be multiple DMRS ports multiplexed when processing DMRS for channel estimation.
The orthogonality of the OCC only works when there is no channel variation across the two REs with OCC. For smaller subcarrier spacing, this is typically not an issue as even with severe channel delay spreads, the channel is relatively flat and channel estimation can be performed with minimal performance loss. For larger subcarrier spacing, the channel becomes wide enough that there is some channel selectivity across the OCC REs, and this starts to impact high order modulation reception, where good channel estimation is required.
There are basically two solutions proposed to cope with this issue. In the first one, there is dynamic indication to UE, i.e., via scheduling DCI, that no other ports are multiplexed onto the same DMRS REs. In other words, a CDM group indicated in the scheduling DCI contains only a single DMRS port. In this case, the UE does not need to perform OCC de-spreading operation which would degrade the performance previously. In the second solution, it’s proposed to introduce a new DMRS RE mapping pattern where all OFDM subcarriers within a symbol are utilized for DMRS transmission. It avoids comb-like structures with frequency gaps between consecutive OFDM subcarriers and, therefore, is referred to as the full-density DMRS.
Below, the evaluation results are provided for both NR DMRS Type-1 without OCC de-spreading and the full-density DMRS. The performance of the conventional NR DMRS Type-1 with OCC de-spreading operation in the frequency domain is also provided as the reference. The results for PDSCH transmission with rank-1 are given in Figure 4, whereas the results for PDSCH transmission with rank-2 are given in Figure 5. There is no phase noise modelling used in the evaluations.
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Figure 4. Evaluation results for PDSCH performance with realistic channel estimation based on DMRS. Rank-1
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Figure 5. Evaluation results for PDSCH performance with realistic channel estimation based on DMRS. Rank-2
Please note, that for rank-2 results in Figure 5 ports 0, 1 for NR DMRS Type-1 assumes CDM (and, thus, OCC de-spreading operation at the Rx) whereas ports 0, 2 assumes FDM (and, thus, no OCC de-spreading at the Rx).
From the presented evaluation results, it can be clearly seen the issue of PDSCH performance degradation impacted by channel estimation for the case of conventional NR DMRS Type-1 which is caused by OCC de-spreading. At the same time, it can be observed that both NR DMRS Type-1 without OCC de-spreading and the full-density DMRS improve the PDSCH performance and demonstrate almost the same results. Support of full density DMRS allows to maximize number of orthogonal DMRS layers which could be beneficial in MU-MIMO scenarios. The 60 GHz deployments are expected to use of narrow beams coupled with short time durations (from higher subcarrier spacing). Because of this, we expect more prevalent usage of MU-MIMO to multiplex users instead of relying on frequency domain multiplexing. Therefore, having many orthogonal DMRS ports is expected to bring meaningful benefits for 60 GHz. Supporting DMRS without OCC de-spreading is something simple that could be standardized with very minimal specification effort. So from this perspective, we believe there is value in supporting DMRS without OCC de-spreading as well. Based on that, it’s proposed to support either NR DMRS Type-1 without OCC de-spreading or the full-density DMRS.
Proposal 17:
· For DMRS enhancement in NR extension up to 71 GHz support either indication to UE that CDM groups, signaled in scheduling DCI, do not contain potential co-scheduled DMRS ports (aka DMRS without OCC de-spreading) or full-density DMRS (without any OCC de-spreading restrictions).

5 Conclusions
In this contribution, we discussed enhancements for PDSCH and PUSCH for NR extensions up to 71 GHz. The following is a summary of the proposals:
Proposal 1
· Maximum number of PDSCHs that can be scheduled with a single DCI is 8 for 120 kHz SCS. 
Proposal 2
· For NR 52.6-71 GHz, UE can be scheduled with more than one PDSCHs/PUSCHs in a slot for multi-PDSCH/PUSCH scheduling for 120/480/960 kHz SCS. 
· More than one SLIVs per slot in a row in TDRA table for multi-PDSCH/PUSCH scheduling are supported. 
Proposal 3
· For multi-PDSCH/PUSCH scheduling, CBG based transmission is supported for 120/480/960kHz subcarrier spacing when a single PDSCH/PUSCH is scheduled. 
Proposal 4
· For multi-PDSCH/PUSCH scheduling, separate k0/k2, mapping type and SLIV for each scheduled PDSCH/PUSCHs can be configured in each row of TDRA table. 
Proposal 5
· For multi-PDSCH scheduling 
· Scheduling of 2nd TB is supported.
· For 2nd TB, separate MCS, NDI and RV are signaled from 1st TB.
· For 2nd TB, similar mechanisms for signaling of MCS, NDI and RV for 1st TB are reused. 
Proposal 6
· For multi-PUSCH scheduling, 
· Support intra-slot frequency hopping for scheduled PUSCHs.
· Do not support enhancement on FDRA.
Proposal 7
· For multi-PDSCH scheduling 
· Carrier indicator, BWP indicator, frequency domain resource allocation, VRB-to-PRB mapping, PRB bundling size indicator, rate matching indicator, ZP CSI-RS trigger and DMRS configuration including antenna port, DMRS sequence initialization, etc., can be applied for all the scheduled PDSCHs.
Proposal 8
· For Type-1 HARQ-ACK codebook generation, 
· the set of SLIVs just include all the SLIVs that can be scheduled within the DL slot by any row index r of TDRA table in DCI indicating the UL slot as HARQ-ACK feedback timing, considering the TDD UL-DL configuration. 
· to allocate the occasion(s) for a DL slot, the overlap checking is performed across the SLIVs in the multiple slots of the rows in TDRA table
Proposal 9
· Type-2 HARQ-ACK codebook is generated with Alt 1 ‘C-DAI/T-DAI counted per DCI’
· Two sub-codebooks are generated for a PUCCH cell group
· If time bundling is configured, a single HARQ-ACK codebook may be adopted.
· If 2 HARQ-ACK bits are generated for a multi-PDSCH DCI, it is included in the first sub-codebook if 2 HARQ-ACK bits per DCI is reported in the first sub-codebooks
· The same number of HARQ-ACK bits are associated with each DCI in a sub-codebook
· denote the maximum number of TBs that can be scheduled by a multi-PDSCH DCI as M and the number of configured CBGs for a PDSCH as N, the number of HARQ-ACK bits per DCI in the second sub-codebook equals to the maximum of all configured values M and N among all the configured cells
· 1 HARQ-ACK bit is included in the first sub-codebook for the DCI indicating SPS PDSCH release, SCell dormancy indication without scheduled PDSCH
Proposal 10
· Time domain bundling can be supported in Type-2 HARQ-ACK codebook. 
· FFS how to determine the number of sub-codebooks
· The same grouping of the two sub-codebooks by the number of bundled HARQ-ACK bits as the case that time bundling is not configured.
· Time domain bundling can be supported in Type-1 HARQ-ACK codebook. 
· A bundled occasion corresponds to multiple HARQ-ACK bits that are associated with same multi-PDSCH DCI.

Proposal 11:	RAN1 to introduce UE capability of supporting high MCS/rank combinations in FR2-2. Details of the capability signal is FFS.
Observation 1:	De-ICI filtering performance can be improved by using conjugate anti-symmetric filter.
Observation 2:	De-ICI filtering performance can be improved by using CP-based linear phase ramp pre-compensation.
Observation 3:	De-ICI performance can be improved by applying the unit-magnitude de-ICI compensation in time domain.
Observation 4:	all the MCSs can be supported with rank 1 without any enhancements in the specification with advanced PN compensation technique.
Observation 5:	MCSs up to MCS22 for CP-OFDM can be supported with rank 2 and SCS120kHz using frequency domain de-ICI filtering.
Observation 6:	MCSs up to MCS25 for CP-OFDM can be supported with rank 2 and SCS120kHz using the combination of CP-based pre-compensation, conjugate antisymmetric de-ICI filter property and the unit-magnitude de-ICI compensation in time domain.
Observation 7:	MCS26 for CP-OFDM and above cannot be supported with rank 2 and SCS120kHz by any means of a realistic UE implementation.
Observation 8:	MCSs up to MCS24 for CP-OFDM can be supported with rank 2 and SCS960kHz using frequency domain de-ICI filtering.
Observation 9:	MCSs up to MCS26 for CP-OFDM can be supported with rank 2 and SCS960kHz using the combination of CP-based pre-compensation, conjugate antisymmetric de-ICI filter property and the unit-magnitude de-ICI compensation in time domain.
Observation 10:	MCS27 and above cannot be supported with rank 2 and SCS960kHz by any means of a realistic UE implementation for CP-OFDM.
Proposal 12:	Adopt block PT-RS pattern for use in FR2-2.
Observation 11:	6dB PT-RS power boosting improves the MCS22 PN compensation performance from 0 to 0.7 dB depending on PT-RS block size.
Proposal 13:	RAN1 to continue studying PT-RS power boosting aspects.
Observation 12:	Unequal distribution of PN estimation error among DFT-s-ODFM samples may lead to systematic unbalance between code blocks’ BLERs.
Observation 13:	PUSCH PTRS patterns with only 4 and 8 PTRS groups provide acceptable performance with 120kHz SCS.
Observation 14:	Code blocks interlacing within a DFT-s-OFDM symbol provides performance gain from 0.5dB to 1.7dB at MCS22.
Proposal 14: RAN1 to consider code blocks interlacing for PUSCH with transform precoding.
Observation 15:	for 120kHz SCS increased time density PT-RS patterns provide more than 10dB gain for MCS27, at most 2dB gain for MCS24 and less than 0.7dB gain for MCS22.
Observation 16:	for 960kHz SCS increased time density PT-RS patterns provide more than 5dB gain for MCS27, at most 0.5dB gain for MCS24 and almost no gain for MCS22.
Proposal 15:	Adopt PT-RS pattern with Ng = 16 for PUSCH with transform precoding.
Observation 17:	(16,4) PT-RS pattern performance is better at larger FDRA (256PRB), (16,2) PT-RS pattern performance is better at smaller FDRA (160PRB).
Observation 18:	per-OFDM symbol CBs interlacing substantially improves the performance for all the tested scenarios (across different PT-RS patterns, MCSs, SCSs and FDRAs).
Observation 19:	applying CBs interlacing allows to support the full range of MCSs using the existing (8,4) PT-RS pattern for 960kHz SCS
Observation 20:	time shift agnostic DFT-s-OFDM PN compensation leads to ~6-10dB degradation when Rx time shift is close to the time spacing between the 1st PT-RS group and the beginning of the symbol.
Observation 21:	time shift aware DFT-s-OFDM PN compensation reduces the degradation to ~0.3-4.5dB when Rx time shift is close to the time spacing between the 1st PT-RS group and the beginning of the symbol.
Observation 23:	edge-aligned and center-aligned DFT-s-OFDM PT-RS patterns outperforms one another within different Rx timing shift ranges, if time shift agnostic PN compensation is applied.
Observation 24:	center-aligned DFT-s-OFDM PT-RS pattern ensures slow performance degradation with small Rx timing shifts, if time shift agnostic PN compensation is applied.
Observation 25:	center-aligned DFT-s-OFDM PT-RS patterns outperform edge-aligned patterns across the whole range of Rx timing shifts, if time shift aware PN compensation is applied.
Proposal 16:	adopt the center-aligned version of (8,4) and (16,2) PT-RS patterns.
Proposal 17:
· For DMRS enhancement in NR extension up to 71 GHz support either indication to UE that CDM groups, signaled in scheduling DCI, do not contain potential co-scheduled DMRS ports (aka DMRS without OCC de-spreading) or full-density DMRS (without any OCC de-spreading restrictions).
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Appendix: Main simulation parameters for DMRS evaluations
	Parameter
	Value

	Channel Model
	TDL-A, DS = 20 ns

	SCS
	960 kHz

	Bandwidth
	400 MHz (32 PRBs)

	Channel Estimation
	LMMSE with block size = 2PRBs

	MCS
	Rank-1: MCS22, MCS25
Rank-2: MCS20, MCS23

	Power Boosting
	Full Density DMRS: 0 dB
NR DMRS Type-1: 3 dB

	OCC De-Spreading
	ON: Full Density DMRS, NR DMRS Type-1
OFF: NR DMRS Type-1

	PMI Granularity
	Sub-band (2 PRB)

	PN Modelling, Estimation and Compensation
	OFF
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