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[bookmark: _Hlk510705081]RAN#91 approved a revised SID on XR Evaluations for NR [1]:
	[bookmark: _Hlk75958757]4.1	Objective of SI or Core part WI or Testing part WI
The following applications are to be considered as starting points for this study: 
· VR1: “Viewport dependent streaming”
· VR2: “Split Rendering: Viewport rendering with Time Warp in device”
· AR1: “XR Distributed Computing”
· AR2: “XR Conversational”
· CG: Cloud Gaming
Note: Use cases in quotes are from TR26.928.

The following traffic parameters for the different applications are to be considered as starting point for the study:
Traffic characteristics:
· UL and DL File Size distribution (e.g., Pareto with given parameters)
· UL and DL File arrival time distribution (e.g., Periodic every 1/60 seconds)
Traffic requirements: 
· Round-trip-time or UL and DL one-way Packet delay budget (PDB)
· UL and DL Packet error rate (PER)

The objective of this study item are as follows:

1. Confirm XR and Cloud Gaming applications of interest
1. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
1. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
1. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 
 
Note 1: eURLLC SI/WI work relevant to XR should be taken into consideration.
Note 2: Traffic model for the performance evaluation shall be based on the standardization in SA WG4 



In this contribution we present our views on the evaluation methodology, particularly focusing on the remaining KPIs and the target metrics of interest. 





Evaluation Methodology

Coverage KPI
During RAN1 105-e in May 2021, the following draft proposal was made related to coverage KPI [2]:
	Proposal. For companies to further study and if necessary, discuss in RAN1#106-e
(Coverage evaluation methodology) For XR/CG in DL or UL, coverage is defined to be the A-percentile point in CDF of Coupling gain for the “satisfied” UEs, with #UEs per cell = B, for a given XR application (AR/VR/CG) in a given deployment scenario (DU/InH/UMa)
· A = [5], other value can also be reported
· FFS: Value of B, e.g. B = 1, capacity, etc.
· Note: Coupling gain for coverage evaluation is defined as the ratio of received and transmitted power measured in dB, and includes antenna gains, path loss, shadowing, indoor- or body loss, etc. Example of coupling gain can refer to TR 37.910.
An alternate method could be to use the “traditional” method such as what is used in the CE study/work item. 



This proposal has been extensively discussed during the GTW sessions and different types of feedback has been received.
We would like to proceed further by first dividing the discussion into two stages:
1) If the proposal-at-large is informative for a coverage-related KPI
2) If yes, then what can be the most representative value/values of B to be used in the evaluations

For the first question, we assume that the proposed formulation can be used as a good starting point. Our interpretation here is as follows. Let’s assume that the produced study provides value C for a given scenario/use case/set of parameters. In other words, C = “5% quantile of coupling gain for satisfied UEs”. In this case, C indicates the following:
· If the network cannot ensure that a certain deployed UE has coupling gain greater or equal than C, then this UE is likely not to be satisfied (from the definition of a satisfied UE, as agreed earlier).
· Otherwise, if such a UE is satisfied, then its coupling gain is likely to be within the 95% (100%-5%=95%) of satisfied UEs.
· At the same time, the opposite is not guaranteed. In other words, assuming that “If the network guarantees that a deployed UE can have a coupling gain greater or equal than C, then this UE is likely satisfied” is incorrect.
· Particularly, the current definition ensures that all the satisfied UEs have the coupling gain greater or equal than C but does not ensure that non-satisfied UEs cannot have the same coupling gain.

Hence, the current proposal provides a KPI that is a necessity-type (but not a sufficiency-type). In other words, this KPI provides the relaxed requirement for future network deployments. Therefore, we assume that the proposed formulation can be used as a good starting point for further discussions on the coverage KPI.
Proposal 1: Adopt the proposal above as a starting point for defining the coverage KPI and continue discussing whether any further tuning and/or changes are needed.



For the second question (on which value/values of B should be chosen), there were three main approaches discussed during RAN1 105-e.
· Option 1. Set B=arbitrary value (B>1)
· Option 2. Set B=1
· Option 3. Set B=capacity.

We have the following considerations to share regarding these options.

Opinion on Option 1: B=arbitrary value, B>1
This option is simple and avoids misreading among companies (all the companies deploy the same number of UEs/cell for coverage studies). At the same time, it is not sufficiently flexible to consider wide range of setups. Particularly, choosing the value of B arbitrary (when B>1), i.e., B=3 or B=5, is dangerous as for some deployments/applications/regimes this value can be: (i) notably below the capacity limit, (ii) around the capacity limit, (iii) slightly above than the capacity limit, or even (iv) much higher than the capacity limit.
For Option 1, the number of satisfied UEs varies a lot depending on the selected deployment. Moreover, their ability to provide meaningful statistics as well as interpretation of this statistics would depend on the case, in which conditions (i.e., one of four as above) the simulations were performed. Hence, this option should not be preferred from our point of view. 
Observation 1: Option 1 (B=arbitrary value, B>1) is non-preferrable due to its insufficient flexibility.

Our interpretation of Option 2 (B=capacity) and Option 3 (B=1).
From our point of view, other two options (Option 2 and Option 3) present two different meaning for the given metric.

For Option 2 (B=1), there is the minimal feasible number of UEs deployed per cell. The level of interference in the network is minimal. Therefore, the metric is not interference-limited, but rather coverage-limited.
In other words, if the coverage metric is equal to C, then this would mean that “if the network cannot guarantee the coupling gain equal or higher than C, then the UE is likely not satisfied in low-load case (with minimal possible interference)”. Hence, any issues with the UEs are clearly caused by the coverage limitations.

For Option 3 (B=capacity), the metric becomes both coverage- and interference-limited, as there are now many (potentially tens per cell in UL CG) other UEs generating signal nearby the UE of interest. The metric then becomes both coverage- and interference-limited.
In other words, if the coverage metric is equal to C, then this would mean that “if the network cannot guarantee the coupling gain equal or higher than C, then the UE is likely not satisfied in high-load case (with some interference)”.

Hence, for Option 3 (B=capacity), the coupling gain for satisfied UEs would be affected somehow comparing to B=1 (most likely, increase in FR1 cases and slightly increase in FR2 cases). At the same time, it is not that straightforward to predict how much the 5% quantile is to be affected, as this may notably depend on the actual number of deployed UEs (capacity level), application, scenario, and the chosen set of parameters.
Observation 2: Option 2 (B=1) and Option 3 (B=capacity) present two different approaches of defining the coverage KPI, where Option 2 defines it for the coverage-limited regime, while Option 3 defines it for the system that is limited by both coverage and interference constrains.

Opinion on Option 3: B=capacity
There are certain advantages of choosing B=capacity, particularly:
· The final metric becomes more conservative and shows what should be the coupling gain in highly loaded scenario.
· The scenario is almost the same as it would be for capacity simulations, so the data can be sometimes reused
· NOTE: This is true only to a certain extent, when linear interpolation is used, as there are usually no simulations for B=real_capacity=6.45 UEs/cell. There may be even no data available for floor integer capacity, if companies deployed 3, 5, 7 UEs and then used interpolation between 5 and 7 to determine the capacity of 6.4.

At the same time, there are also certain disadvantages of choosing B=capacity, particularly:
· The metric becomes less clear, as it is not determined by both coverage and unknown interference (that we do not measure in any other KPI, so interference impact is unknown).
· The metric becomes slightly more difficult to calculate, as one need to first determine the real capacity, then determine the flour integer capacity (as deploying B=6.45 UEs is clearly not a preferred option), and finally perform simulations for B=6. This may be challenging for some companies who (for instance) would like to study the change in coverage limitations in different regimes (e.g., different antennas/BWs, etc.), but are not that interested in accurately determining the capacity limits for all these regimes.
· The metric becomes less accurate, as there is currently no consensus on what the actual capacity value for a given scenario is (some companies report capacity=3.4, while others obtained capacity=7.3). Hence, there is some deviation in the capacity results. Assuming (reasonable assumption) that there is another deviation in obtaining the coverage-related results, we end up in a case, where the results for B=capacity are a product of two deviations (capacity deviation and coverage deviation), built one on top of another. In such a case, it is highly unlikely that the results produced by companies would converge well and sufficiently fast. The latter is especially true for quantile-type metrics that are known to be more difficult to converge when comparing to i.e., mean/average-type metrics. Hence, it would be hard to decide on which results are correct and why, while the XR SI doesn’t have many meetings left over for debugging and aligning the figures.

Following the arguments for and against above, we admit that there are some pros of adopting B=capacity for coverage evaluation. At the same time, the cons clearly outweigh the pros in this case, therefore, we propose not to adopt B=capacity as a baseline for coverage evaluation.
Observation 3: Option 2 (B=capacity) is non-preferrable due to its focus on interference-limited regime, complexity, and anticipated difficulty in converging the results among the companies.

Opinion on Option 3: B=1
Finally, we have to admit that there were also some valid concerns expressed by companies for adopting B=1.
Particularly, there were comments during RAN1 105-e that in such a case the final metrics are also determined by the geometry of the scenario, ISDs between the gNBs, etc.
Here, we would partially agree: indeed, the coverage-related system-level metric is to be also impacted by the scenario configuration. At the same time, we don’t see any strong issues with that, as the scenarios are well-known typical scenarios that are quite realistic and widely adopted by the 3GPP.
It is also worth to point out that in case of B=capacity, the metric is still affected by the scenario geometry, etc. (all the same effects as for B=1). There is just an additional unknown effect of interference added to the equation that may or may not outweigh the scenario features in the coverage KPI depending on the selected configuration (may easily outweigh in some configurations and not outweigh in others). We assume that such a situation is even worse from the interpretation point of view. Here, it is also worth to note that almost any system-level coverage study (as well as some link-level coverage studies) would be affected somehow by the chosen scenarios.
Therefore, comparing the pros and cons for B=1 and B=capacity, we observe that:
Observation 4: Adopting B=1 creates the least inter-cell interference and coverage is typically defined for such cases where inter-cell interference is not accounted for.
Proposal 2: Adopt B=1 as a baseline for coverage KPI, as it makes the metric clearly coverage-limited (which is the exact meaning of a coverage-related KPI), easy to calculate (short simulations with B=1) and to align among companies (B=1 does not give a room for deviations in the modeled setup).


	
Mobility KPI
Handovers by means of RRC-based inter-cell changes for Connected Mode UE is a procedure that is primarily standardized (and performance benchmarked) by RAN2 and RAN4, and typically also the working groups where related enhancements are discussed and decided. The handover performance in terms of Handover failure (HOF) and Ping-Pong (PP) events is generally found to be good with low probabilities for such undesirable events from other studies, especially for low to medium UE velocities. Moreover, the HOF and PP events are expected to be on the same order of magnitude for eMBB and XR traffic cases, and hence no XR-specific aspects to be addressed. As detailed performance evaluation of HOF/PP is rather complicated and typically done by RAN2/RAN4, we therefore recommend: 

Proposal 3: RAN1 shall not to conduct advanced dynamic system-level simulations to assess the HOF and PP handover performance at this point of time.


However, at every successful handover there is a temporary interruption of the data connectivity, called the interruption time. The requirements for HO interruption times captured in 3GPP TS 38.133 [3], Clause 6.1.1.2.2 (as per earlier agreements in RAN4). Based on [3], we have summarized the HO interruption times in Table 1 below for the different HO methods. The interruption time roughly varies from 40-80 ms depending on the conditions and we expect a reduction of approximately 10 ms compared to baseline handover of Rel. 15 if Conditional Handover (CHO) is used along with early data forwarding, as the time for RRC procedure delay can be saved since the UE can still receive data from the source cell while decoding conditional reconfiguration to be executed. The text in [3] also defines the interruption time for DAPS, which can be down to 2 ms for intra-frequency synchronous case in FR1. But, although the radio interruption on the Uu interface is down to 2 ms in some DAPS scenarios, there is an additional end-2-end delay for UL only since the target cell cannot forward the buffered UL packets to UPF/Serving Gateway before it receives the final SN Status Transfer message. For XR cases, the HO interruption can be a real problem if it causes violation of the PDB for multiple XR frames. If we e.g. consider 60 fps with ~16ms between frames, and a HO interruption of X seconds, the PDB for Floor{X/16ms} to Ceil{X/16ms} XR frames will be violated. As an example, for X=40ms, this means that the PDB will be violated for 2-3 XR frames, while for X=10ms the PDB will be violated for 0-1 XR frames, depending on the timing of HO interruption as compared to XR frame arrivals. We therefore suggest:

Proposal 4: Conduct simple analytical study of the number of affected XR frames for the different agreed XR traffic models from HO interruption times, considering traditional HO, CHO, and DAPS (FR1 only). The XR TR 38.838 shall include a Table (e.g. ala the one Table 1) with the HO interruption times, as well as calculation of the number of effected XR frames from such interruptions. Based on that, simple conclusions can be drawn on how this will impact the XR QoS/QoE, including potential pointers for possible enhancements.

By following this proposal, the mobility KPI for the XR study can be defined as:

Proposal 5: The mobility KPI for the XR study is defined as the number of XR frames that have violated their PDB due to the HO interruption times, when considering traditional HO, CHO, and DAPS (FR1 only). The duration of the HO interruption time is to be calculated analytically by following the appropriate durations and processing times incorporated in the HO, CHO, and DAPS, as detailed in TS 38.133. An example of a possible table to be used for this study is given below as Table 1.

Moreover, it shall be noted that DAPS is only specified for FR1-FR1, FR1-FR2, FR2-FR1 scenarios but not for intra-frequency FR2-FR2. As DAPS is obviously and important feature for XR FR2 operation, we propose that it is captured in the resulting TR 38.838 produced as an outcome of the XR SI for NR Release 17:

Proposal 6: The following idea is to be captured in the XR TR 38.838: “The DAPS handover method offers the lowest handover interruption times where the number of impacted XR frames from handovers is minimized. However, DAPS is currently not specified for intra-frequency FR2-FR2 cases. Specifying DAPS for intra-frequency FR2-FR2 cases is desirable to minimize violation of XR frames PDB for FR2 deployments due to handovers.”





Table 1: Summary of HO interruption time for different HO methods as per the requirements in 3GPP TS 38.133 [3].
	Component
	Description
	Baseline HO
	Conditional Handover (Late data forwarding)
	Conditional Handover (Early data forwarding)
	DAPS  (FR1-FR1)

	1
	RRC Reconfiguration procedure delay
	10 ms
	0 (UE can still receive from source cell while decoding)
	0 (UE can still receive from source cell while decoding)
	Downlink:
Up to Tinterrupt1 on source cell and Tinterrupt2 on target cell [3]
For intra-frequency DAPS HO, Tinterrrupt1= 1 ms and Tinterrupt2  = 1ms (assuming same BWP)
Uplink:
CBRA: UL switch (sending new UL PDCP SDU and the non-acknowledged PDCP PDUs to target cell) occurs after MAC CE contention resolution is received. Target will forward the UL packets to UPF after ~ 10 ms (2 Xn messages for Handover Success+ SN Status Transfer). Total interruption can be up to 10 ms + Tinterrupt2 = 11 ms
CFRA = UL switch is performed when RAR is received. Additional delay for sending RRC Reconfiguration Complete which is 8 ms in FR1. Total interruption can be up to ~ 19 ms

	2
	Target cell search Tsearch
	0
(if target cell is known)
	0
(if target cell is known)
	0
(if target cell is known)
	

	3
	UE processing time Tprocessing
	20 ms
(upper limit for FR2)
	20 ms
(upper limit for FR2)
	20 ms
(upper limit for FR2)
	

	4
	Fine time tracking and acquiring full timing information of the target cell TΔ
	20, 10 ms on average
(default value for  SMTC period)
	20, 10 ms on average
(default value for  SMTC period)
	20, 10 ms on average
(default value for  SMTC period)
	

	5
	Tmargin  (time for SSB post-processing)
	2 ms
	2 ms
	2 ms
	

	6
	Delay to acquire the first available PRACH in target gNB TIU
	up to 20, 10 on average
(for smallest value of x =1 defined in tables 6.3.3.2-2 and 6.3.3.2-3 of [4] for FR1 and table 6.3.3.2-4 for FR2)
	up to 20, 10 on average
(for smallest value of x =1 defined in tables 6.3.3.2-2 and 6.3.3.2-3 of [4] for FR1 and table 6.3.3.2-4 for FR2)
	up to 20, 10 on average
(for smallest value of x =1 defined in tables 6.3.3.2-2 and 6.3.3.2-3 of [4] for FR1 and table 6.3.3.2-4 for FR2)
	

	7
	PRACH preamble transmission
	1 slot
(FR1/FR2: 1/0.125 ms)
	1 slot
(FR1/FR2: 1/0.125 ms)
	1 slot
(FR1/FR2: 1/0.125 ms)
	

	8
	UL Allocation + TA for UE
	10 slots
(FR1/FR2: 10/1.25 ms)
	10 slots
(FR1/FR2: 10/1.25 ms)
	10 slots
(FR1/FR2: 10/1.25 ms)
	

	9
	UE sends RRC Reconfiguration Complete
	8 slots 
(FR1/FR2: 8/1 ms)  
	8 slots 
(FR1/FR2: 8/1 ms)  
	8 slots 
(FR1/FR2: 8/1 ms)  
	

	10
	Additional Interruption time from data forwarding
	0 ms
	10 ms (2 Xn messages for Handover Success+ SN Status Transfer)
	0 ms
	

	
	Ball-park total delay [ms] (FR1/FR2)
	71/54.4 ms
	71/54.4 ms
	61/44.5 ms
	





Conclusion
In this contribution, we discussed the performance evaluation methodology for the XR SI.
The following observations have been made:
Observation 1: Option 1 (B=arbitrary value, B>1) is non-preferrable due to its insufficient flexibility.
Observation 2: Option 2 (B=1) and Option 3 (B=capacity) present two different approaches of defining the coverage KPI, where Option 2 defines it for the coverage-limited regime, while Option 3 defines it for the system that is limited by both coverage and interference constrains.
Observation 3: Option 2 (B=capacity) is non-preferrable due to its focus on interference-limited regime, complexity, and anticipated difficulty in converging the results among the companies.
Observation 4: Adopting B=1 creates the least inter-cell interference and coverage is typically defined for such cases where inter-cell interference is not accounted for.

The following proposals have been made:
Proposal 1: Adopt the proposal above as a starting point for defining the coverage KPI and continue discussing whether any further tuning and/or changes are needed.
Proposal 2: Adopt B=1 as a baseline for coverage KPI, as it makes the metric clearly coverage-limited (which is the exact meaning of a coverage-related KPI), easy to calculate (short simulations with B=1) and to align among companies (B=1 does not give a room for deviations in the modeled setup).
Proposal 3: RAN1 shall not to conduct advanced dynamic system-level simulations to assess the HOF and PP handover performance at this point of time.

Proposal 4: Conduct simple analytical study of the number of affected XR frames for the different agreed XR traffic models from HO interruption times, considering traditional HO, CHO, and DAPS (FR1 only). The XR TR 38.838 shall include a Table (e.g. ala the one Table 1) with the HO interruption times, as well as calculation of the number of effected XR frames from such interruptions. Based on that, simple conclusions can be drawn on how this will impact the XR QoS/QoE, including potential pointers for possible enhancements.

Proposal 5: The mobility KPI for the XR study is defined as the number of XR frames that have violated their PDB due to the HO interruption times, when considering traditional HO, CHO, and DAPS (FR1 only). The duration of the HO interruption time is to be calculated analytically by following the appropriate durations and processing times incorporated in the HO, CHO, and DAPS, as detailed in TS 38.133. An example of a possible table to be used for this study is given below as Table 1.

Proposal 6:  The following idea is to be captured in the XR TR 38.838: “The DAPS handover method offers the lowest handover interruption times where the number of impacted XR frames from handovers is minimized. However, DAPS is currently not specified for intra-frequency FR2-FR2 cases. Specifying DAPS for intra-frequency FR2-FR2 cases is desirable to minimize violation of XR frames PDB for FR2 deployments due to handovers.”
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