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1. Introduction 
eXtended Reality (XR), an umbrella term for different forms of realities such as Virtual Reality (VR), Augmented Reality (AR), and Mixed Reality (MR), is one of the most important 5G applications. In RAN#86 meeting [1], a new study item on XR evaluations for NR was approved, with the following objectives:  
	The following applications are to be considered as starting points for this study: 

· VR1: “Viewport dependent streaming”

· VR2: “Split Rendering: Viewport rendering with Time Warp in device”

· AR1: “XR Distributed Computing”

· AR2: “XR Conversational”

· CG: Cloud Gaming

Note: Use cases in quotes are from TR26.928.

The following traffic parameters for the different applications are to be considered as starting point for the study:

Traffic characteristics:

· UL and DL File Size distribution (e.g., Pareto with given parameters)

· UL and DL File arrival time distribution (e.g., Periodic every 1/60 seconds)

Traffic requirements: 

· Round-trip-time or UL and DL one-way Packet delay budget (PDB)

· UL and DL Packet error rate (PER)

The objective of this study item are as follows:

1. Confirm XR and Cloud Gaming applications of interest

2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.

3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios

4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 

Note 1: eURLLC SI/WI work relevant to XR should be taken into consideration.

Note 2: Traffic model for the performance evaluation shall be based on the standardization in SA WG4  


To evaluate the XR over NR network, the traffic models of different XR use cases, KPIs and evaluation methodology, and deployment scenarios need to be studied. In RAN1#104-e meeting [2], some initial discussions and agreements on applications, KPIs, deployment scenarios, and evaluation methodology have been made.
In this contribution, we provide our initial system level evaluation results based on the agreed evaluation assumptions and methodologies.
2. Simulation Settings
According the agreements over XR traffic model made in the last several meetings, we evaluate the performance of DL XR and CG in this contribution. The traffic model of DL XR and CG we applied are shown as following, the other detailed simulation assumptions are shown in the Annex:
Table 1. Traffic model of XR and CG
	Traffic Model
	XR
	CG

	DL bitrate
	30Mbps
	8Mbps

	Frame size distribution
	Truncated Gaussian
	Truncated Gaussian

	Mean frame size (bytes)
	62500
	16667

	STD of frame sizes (bytes)
	9375
	2500

	Minimum frame size(bytes)
	0
	0

	Maximum frame sizes (bytes)
	93750
	25000

	Packet arrival interval
	1/60fps, 16.67ms
	1/60fps, 16.67ms

	Packet delay budget (ms)
	10
	15

	Jitter distribution
	Truncated Gaussian

	Jitter Mean (ms)
	0

	STD of Jitter (ms)
	2

	Range of Jitter (ms)
	[-4, 4]


The frame can be divided into multiple packets in physical layer and the packet size is fixed. In addition, it is assumed that these packets are born at the same time as the frame.
As for the KPI of XR and CG, the capacity of network can be defined as the maximum number of UEs per cell where 95% UEs are satisfied with the XR and CG traffic. A UE is declared a satisfied UE if more than X (%) of packets are successfully transmitted within a given air interface PDB, i.e., the packet error rate (PER) is equal to or less than X. In this contribution, we take 99 as X.
3. Preliminary simulation results
3.1 The capacity of XR and CG service in Indoor Hotspot scenario
In Fig.1 and Fig.2, we illustrate the system capacity of XR and CG service in Indoor Hotspot scenario.
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Fig.1 System Capacity of XR and CG (Indoor Hotspot)

From Fig.1, it can be observed that 

1) the network capacity of XR service is 5 users per cell;

2) the network capacity of CG service is 9 users per cell.
It is obvious since the data bitrate of XR is larger than CG and the average frame of XR is also bigger accordingly.

Besides, from Fig.1, we can observe that when the number of UEs per cell is increasing, the ratio of users with PER≤1% decreases accordingly. 

Observation 1: In FR1 Indoor Hotspot scenario, the network capacity of XR service is 5 users per cell; the network capacity of CG service is 9 users per cell.
3.2 The capacity of XR and CG service in Dense Urban scenario
In Fig.2 we illustrate the system capacity and resources utilization of XR and CG service in Dense Urban scenario.
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Fig.2 System Capacity of XR and CG (Dense Urban)

From Fig.2, it can be observed that 

1)
the network capacity of XR service is 3 users per cell;

2)
the network capacity of CG service is 9 users per cell.

It is obvious since the data bitrate of XR is larger than CG and the average frame of XR is also bigger accordingly.

Besides, from Fig.2, we can observe that when the number of UEs per cell is increasing, the ratio of users with PER≤1% decreases accordingly. 

Observation 2: In FR1 Dense Urban scenario, the network capacity of XR service is 3 users per cell; the network capacity of CG service is 9 users per cell.
4. Conclusions

Based on the above discussions, we have the following observations:
Observation 1: In FR1 Indoor Hotspot scenario, the network capacity of XR service is 5 users per cell; the network capacity of CG service is 9 users per cell.
Observation 2: In FR1 Dense Urban scenario, the network capacity of XR service is 3 users per cell; the network capacity of CG service is 9 users per cell.
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Annex: SLS parameters
Table I. System level simulation assumption for FR1 DL

	Parameter
	value

	
	Indoor hotspot
	Dense Urban

	Layout
	120m x 50m
ISD: 20m
TRP numbers: 12
	21cells with wraparound
ISD: 200m

	BS Tx power
	24 dBm per 20 MHz
	44 dBm per 20 MHz

	Carrier frequency
	4 GHz

	Frame Structure
	DDDSU (S: 10:2:2)

	Bandwidth
	100MHz

	Subcarrier spacing
	30 kHz

	UE number per TRxP
	[1-9] configurable

	Processing delay
	K1=1slot

	BS height
	3m
	25m

	UE height
	hUT=1.5 m

	BS downtilt
	90° (pointing to the ground)
	12°

	BS noise figure
	5 dB

	UE noise figure
	9 dB

	BS receiver
	MMSE-IRC

	UE receiver
	MMSE-IRC

	Channel estimation
	Realistic

	UE speed
	3 km/h

	UE distribution
	100% indoor
	80% indoor, 20% outdoor

	BS antenna pattern
	Ceiling-mount antenna radiation pattern, 5 dBi

	UE antenna pattern
	Omni-directional, 0 dBi,
	3-sector antenna radiation pattern, 8 dBi

	BS Antennas （M,N,P,Mg,Ng;Mp,Np）
	32 TxRU,

(4, 4, 2, 1, 1; 4, 4)
	64 TxRU,

(8,8,2,1,1;4,8)

	UE Antennas （M,N,P,Mg,Ng;Mp,Np）
	2T/4R,

(1,2,2,1,1;1,2)

	Scheduler
	MU-MIMO, Proportional Fairness


