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Introduction
In this contribution, we discuss remaining issue on XR DL multi-flows traffic model.
Remaining Open Issues
In RAN1, 105e meeting, we made following traffic model to model multiple DL XR flows with I and P flows. Two options were agreed; one for slice-based model and the other for GOP-based model.
	Agreement (105e):
For the optional evaluation scenario, two streams of I-frame and P-frame for DL video stream (option 1), the traffic models described in the below table are assumed. 
· FFS: Parameter values of , A, B, C, D, E, F, G, H 
· Including the possibility of using multiple set of parameter values
· For companies who are evaluating this option, it is recommended to evaluate at least the following scenario: AR/VR, 30Mbps, Dense Urban for FR1 and InH for FR2.  It is encouraged to evaluate additional baseline/optional scenarios/configurations. 
	Two data streams, i.e. M1 = 2
	Option 1A: slice-based
	Option 1B: GOP-based

	
	I-stream
	P-stream
	I-stream
	P-stream

	Packet modelling
	Slice-level
	Frame-level

	Traffic pattern
	Both streams are periodic at 60 fps with the same jitter model as for single stream. 
	Follow the GOP structure, where GOP size K = 8 with the same jitter model as for single stream.

	Number of packets per stream at a time
	1
	N-1
	I-frame: 1 or 0
P-frame: 0 or 1
At each time instant, there is either only one I-stream packet or only one P-stream packet

	
	N = 8: the number of slices per frame.
	

	Average data rate per stream
	
	
	 
	 

	
	· R: average data rate of a single stream video
· : average size ratio between one I-frame/slice and one P-frame/slice, e.g.  = 1.5, 2, 3

	Packet size distribution
	Truncated Gaussian distribution

	
	Mean = 
	Mean = 
	Mean = 
	Mean =  

	
	· [STD, Max, Min]: [10.5, 150, 50]% of Mean packet size
· FPS is the frame rate of the single stream video

	PER, PDB
	[PER_I, PER_P] = [A %, B %]
[PDB_I, PDB_P] = [C ms, D ms]
	[PER_I, PER_P] = [E %, F %]
[PDB_I, PDB_P] = [G ms, H ms]






The remaining issue is the determination of performance requirement for PER and PDB for two different flows; A, B, C, D values for option 1 and E, F, G, H values for option 2.
As a reference, in single flow model, we have following PER and PDB requirements.
	
	VR
	CG
	AR

	PER (=1- X)
	1%
	1%
	1%

	PDB
	10ms
	15ms
	10ms

	X = packet success ratio



PDB Requirement for I and P flows
The first question for multi-flow model is what value to use for PDB. In current system, in both of slice-based and GOP based, frame generation at edge server is periodic and display at the HDM/AR glasses is also periodic. There is no differentiation in terms of timing of frame generation / display. This means that whether the given frame is I or P frame, the frame should be transmitted and displayed according to its given periodic timing requirement. Thus, we don’t see strong reason that the time budget for I and P frames should be different.
Observation 1
· The I and P frames/streams are generated periodically at edge server and displayed periodically at HDM/AR glasses, which means that the PDB values for I and P stream doesn’t need to be different.

PER Requirement for I and P flows
In GOP-based encoding structure, we observe the repetition of fame types in a frame group; IP1P2…PN, where single I-frame comes first, and multiple P frames follow. The P frames are inter-coded, which means that a P frame has dependency on other previous frames (either I or P). Whereas the I frame is intra-coded, which means it has no dependency on other frames. In this structure, since there is dependency from other P frames to the I frame in one frame group, the loss of the I frame could affect all other following P frames in the frame group. Whereas the loss of one P frame, say Pi, in the group could only affect other P frames which depend on the Pi frame. Thus, the effect of loss of I frame is larger than P frame. We see this reasoning also holds in the sliced-based encoding structure given that there is IPP…PP like structure in each slice.
Observation 2
· The effect of I frame loss is higher than that of P frame.
The effect of I or P frame loss is reflected in video frame quality. However, the issue is that it is not clear how much the quality will degrade depending on whether it is I or P. If a P frame is lost, then, the order of the lost P-frame in its group also matters since the number of affected P frames are different depending on the location of the lost P frame in the group. This dependency makes things a bit complicated to predict overall video frame quality that user experiences. Since the mapping between PERs to XR user experience is unknown at this point due to the lack of actual measurement data, what RAN1 can do is just to evaluate various pair of PER values for I and P frame (with PER_I > PER_P).
Observation 3
· Without actual measurement data, it is not clear how to map different PER requirements of I and P frames to final XR user experience.
Comparison of XR capacity between single-flow and multi-flow
One caveat here is that the definition of satisfied UE for multi flow evaluation is different from that in single flow evaluation. The two satisfied UEs can not be compared directly since the definition of satisfied UE is different. This means that the XR capacity in single flow evaluation should not be directly compared with XR capacity in multi-flow evaluation.
Observation 4
· The XR capacity in single flow evaluation (or multi flow evaluation with PER_I=PER_P) cannot be directly compared with XR capacity in multi-flow evaluation (with PER_I ≠ PER_P) since the definition of satisfied UE is different, and it is not known how those conditions for UE satisfaction are mapped to final XR user experience.
Proposal 1
· RAN1 do not directly compare XR capacity of single flow evaluation with that from multi-flow evaluation.
Conclusion
In this contribution, we have discussed remaining issues on XR DL multi-flow evaluation. Based on which, we make following observations and proposals.
Observation 1
· The I and P frames/streams are generated periodically at edge server and displayed periodically at HDM/AR glasses, which means that the PDB values for I and P stream doesn’t need to be different.
Observation 2
· Due to the dependency of P frame on I frame, the effect of I frame loss is higher than that of P frame.
Observation 3
· Without actual measurement data, it is not clear how to map different PER requirements of I and P frames to final XR user experience.
Observation 4
· The XR capacity in single flow evaluation (or multi flow evaluation with PER_I=PER_P) cannot be directly compared with XR capacity in multi-flow evaluation (with PER_I ≠ PER_P) since the definition of satisfied UE is different, and it is not known how those conditions for UE satisfaction are mapped to final XR user experience.
Proposal 1
· RAN1 do not directly compare XR capacity of single flow evaluation with that from multi-flow evaluation.
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