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Introduction
In RAN1#104b-e, it was agreed to choose one of the following alternatives for defining the multi-slot PDCCH monitoring capability:
· Alt 1: Use a fixed pattern of slot groups as the baseline to define the new capability. 
· Each slot group consists of X slots
· Slot groups are consecutive and non-overlapping
· The capability indicates the BD/CCE budget within Y consecutive [symbols or slots] in each slot group separately
· FFS: Supported values/constraints of X and Y, e.g. Y<=X, Y=X
· FFS: Restrictions on location of the Y [symbols or slots] within a slot group, e.g. the Y [symbols or slots] always start at the first slot within a slot group
· FFS: Further definition of capabilities
· Alt 2: Use an (X, Y) span as the baseline to define the new capability
· X is the minimum time separation between the start of two consecutive spans
· The capability indicates the BD/CCE budget within a span of at most Y consecutive [symbols or slots] 
· Y <= X
· FFS: Exact values of X and Y and units in which they are defined (e.g., symbols, slots), including cases where a span is longer than one slot or crosses a slot boundary. 
· FFS: What is a span pattern, how it is defined and whether it is supported. If it is supported, whether number of slots within which the span pattern is repeated is needed, and if needed, the value of the number of slots. 
· FFS: Further definition of capabilities
· Alt 3: Use a sliding window of X slots as the baseline to define the new capability. 
· The capability indicates the BD/CCE budget within the sliding window
·  The sliding unit of the sliding window is [1] slot.
· FFS: Further definition of capabilities
· Specific numbers for X, Y may depend on UE capability and gNB configuration
· Examples: 
· X = [4] slots for 480 kHz SCS and X = [8] slots for 960 kHz SCS
It was also agreed that for 120 kHz SCS in 52.6-71 GHz, the BD/CCE budget is the same as that for 120 kHz in FR2. In this contribution, we provide our views on these alternatives.
Background
NR Rel-15 supports slot-based PDCCH monitoring with blind decodes (BD) and control channel elements (CCE) limits defined per slot for SCS of 15KHz, 30KHz, 60KHz, and 120KHz. The corresponding BD and CCE limits are defined in Table 10.1-2 and Table 10.1-3 from TS 38.213 [1]. 
Table 10.1-2: Maximum number  of monitored PDCCH candidates per slot for a DL BWP with SCS configuration  for a single serving cell
	
	Maximum number of monitored PDCCH candidates per slot and per serving cell 

	0
	44

	1
	36

	2
	22

	3
	20



Table 10.1-3: Maximum number  of non-overlapped CCEs per slot for a DL BWP with SCS configuration 
  for a single serving cell
	
	Maximum number of non-overlapped CCEs 
per slot and per serving cell 

	0
	56

	1
	56

	2
	48

	3
	32



In NR Rel-16, span-based PDCCH monitoring is supported for Ultra-Reliable Low-Latency Communication (URLLC) traffic, where the BD and CCE limits are defined in Table 10.1-2A and Table 10.1-3A from TS 38.213 [1] for different UE capabilities. The span gap, X, can be 2 or 4 or 7 symbols, while the span duration, Y, is 2 or 3 symbols for SCS configuration, μ=0, or 1.

Table 10.1-2A: Maximum number   of monitored PDCCH candidates in a span for combination (X, Y) for a DL BWP with SCS configuration  for a single serving cell
	
	Maximum number   of monitored PDCCH candidates per span for combination  and per serving cell 

	
	(2, 2)
	(4, 3)
	(7, 3)

	0
	14
	28
	44

	1
	12
	24
	36



Table 10.1-3A: Maximum number  of non-overlapped CCEs in a span for combination (X, Y) for a DL BWP with SCS configuration  for a single serving cell
	
	Maximum number  of non-overlapped CCEs per span for combination  and per serving cell 

	
	(2, 2)
	(4, 3)
	(7, 3)

	0
	18
	36
	56

	1
	18
	36
	56



In RAN1 #103e meeting, subcarrier spacings (SCS) of 120 KHz, 240 KHz, 480 KHz and 960 KHz (i.e., = 3, 4, 5 and 6 respectively) has been agreed for NR operation from 52.6 GHz to 71 GHz [2].  For larger SCSs, the duration of slot in a subframe is decreased accordingly. Due to the limited PDCCH processing capability, the number of monitored PDCCH candidates and the number of non-overlapped CCE per slot are expected to be decreased for the higher SCSs (e.g. SCS = 480 KHz, 960 KHz, etc.). Besides, monitoring every slot for PDCCH becomes too frequent and consumes too much UE power especially in the higher SCSs in frequency range 52.6 GHz to 71 GHz.

Thus, the mandatory capability on PDCCH monitoring in NR FR1&FR2 should be relaxed for NR operation from 52.6-71GHz, e.g. UE only needs to monitor in certain slot group instead of each slot within one subframe. Now the question is which one of the alternatives are more suitable for NR operation in 52.6-71GHz. Two of the main factors in choosing the suitable alternatives are:

1) It should be guaranteed that for any X consecutive slots the BD/CCE budget does not exceed UE implementation capability. 
2) There should be enough gap between consecutive PDCCH monitoring occasions that UE can go to sleep and hence save the power consumption.
 Comparison 
In Alt. 1, which is the most straightforward alternative, fixed non-overlapping N slots are considered together as a slot group and the BD/CCE budget are defined within Y consecutive slots in each slot group separately. Alt 2 is based on PDCCH monitoring per-span which already exists in Rel-16 where X,Y granularity is symbol and several (X,Y) combinations are supported, specifically (2,2) (4,3) (7,3). In Alt. 2, X represents the minimum time separation between the start of two consecutive spans and Y represents the maximum length of span. Alt. 1 can be viewed as a special case of Alt. 2 where the separation between the start of two consecutive spans and the length of span are fixed. The main motivation in defining a sliding window in Alt. 3 is to provide flexible scheduling while satisfying condition (1), mentioned in the previous section. However, one concern regarding Alt 3 is UE power consumption due to lack of micro-sleep opportunities. 

In comparison of Alt. 1 and Alt. 2, the latter alternative is less strict and potentially satisfies more diverse use cases with different latency requirements. However, Alt.1 can provide the same flexibility using the configuration of SearchSpace. In the configuration of SearchSpace, the monitoring periodicity and the offset within the periodicity can be configured using the following parameter which allows the periodicity to be configured as 1, 2, 4, 5, 8, 10, … slots up to a maximum of 12560 slots.
monitoringSlotPeriodicityAndOffset CHOICE { 
sl1 	NULL, 
sl2 	INTEGER (0..1), 
sl4 	INTEGER (0..3), 
sl5 	INTEGER (0..4), 
sl8 	INTEGER (0..7), 
sl10 	INTEGER (0..9), 
sl16 	INTEGER (0..15), 
sl20 	INTEGER (0..19), 
sl40 	INTEGER (0..39), 
sl80 	INTEGER (0..79), 
sl160 	INTEGER (0..159), 
sl320 	INTEGER (0..319), 
sl640 	INTEGER (0..639), 
sl1280 	INTEGER (0..1279), 
sl2560 	INTEGER (0..2559) }
Higher monitoring slot periodicity provides more opportunities for micro sleep and is suitable for UEs that require lower data rate and more relaxed latency requirements. On the other hand, lower monitoring slot periodicity is suitable for UEs requiring higher data rate and lower latency requirements. Therefore, Alt. 1 together with the configuration of SearchSpaces can provide the flexibility of Alt. 2 and satisfy conditions (2), mentioned in the previous section.

It has been emphasized by some companies that in Alt 2 the X is the minimum separation between the start of two consecutive spans which can create an ambiguity about the “first monitoring occasion”. This ambiguity requires gNB to perform processing load checking according to different delineations of monitoring occasions which adds extra complexity. Since Alt.1 can provide the advantages of Alt.2 without causing extra complexity, Alt.1 is preferable in our view.

Observation 1:  In our view, alternative 1 is preferable compared with Alt. 2 for defining the multi-slot PDCCH monitoring capability. It provides straightforward implementation while it can offer advantages of Alt. 2.

In comparison of Alt.1 and  Alt.3, the main question is whether Alt. 1 can satisfy condition (1), mentioned in the previous section. The answer to this question depends on the definition of Parameter Y. By defining Y=1 [slot], condition (1) is satisfied since for any X consecutive slots there is only one slot available for PDCCH scheduling and thus the BD/CCE budget does not exceed UE implementation capability. However, for any Y>1, condition (1) can be violated since there exist at least one group of X consecutive slots that can violate the UE implementation capability.  As Y increases, specifically, Y=X, the chance of violating condition (1) increases. Therefore, to satisfy condition (1), Alt.1 is limited to Y=1 

Although Alt.1 with Y=1 can satisfy condition (1), it poses strict limitations on the scheduling flexibility. As an example, suppose a UE misses the detection of an intended PDCCH due to some conditions, e.g., misdetection, LBT failure, etc., then, it needs to wait at least X-1 slots for the next scheduling occasion. This latency can adversely affect the performance and is unacceptable in many use cases. 

Due to scheduling limitations of Alt.1 with Y=1, it is preferable to consider Alt.3 for defining the multi-slot PDCCH monitoring capability. Alt.3 not only satisfies condition (1), it can also satisfy condition (2) using the SearchSpace configuration. By adjusting the SearchSpace configuration, UE can be exempt from monitoring every single slot which reduces monitoring complexity and thus power consumption in UEs. In summary, in our view, Alt.3 is preferable compared to Alt.1. 

Note that Alt.2 has the same issue as Alt.1 as it fails to satisfy condition (1) unless Y is limited which greatly affects the scheduling flexibility. Also, Alt.3 can be implemented without the ambiguity that exist in Alt.2(explained above).

 Observation 2:  In our view, alternative 3 is preferable compared with Alt. 2 and Alt.1 for defining the multi-slot monitoring since it satisfies conditions (1-2), while it provides scheduling flexibility. 

Proposal 1: In our view, alternative 3 is preferable compared with Alt. 1 and Alt. 2 for defining the multi-slot PDCCH monitoring capability.


Multi-slot PDCCH processing capabilities for 480/960 kHz SCS 

Since in RAN1#104b-e, it was agreed that for 120 kHz SCS, the BD/CCE budget is the same as that in FR2, these budgets can be used to determine the processing capabilities for 480/960 kHz SCS. The 480/960 kHz SCSs have 4x and 8x shorter slot durations compared with 120 kHz SCS, thus, to have the same average processing complexity per time, X = [4] slots for 480 kHz SCS and X = [8] slots for 960 kHz SCS can be defined. 
Proposal 2:  As a baseline, X = [4] slots for 480 kHz SCS and X = [8] slots for 960 kHz SCS can be chosen for alternative 1.
Conclusions
In this contribution, our views on PDCCH monitoring are provided, along with the following proposals and observation.

Observation 1:  In our view, alternative 1 is preferable compared with Alt. 2 for defining the multi-slot PDCCH monitoring capability. It provides straightforward implementation while it can offer advantages of Alt. 2.
Observation 2:  In our view, alternative 3 is preferable compared with Alt. 2 and Alt.1 for defining the multi-slot monitoring since it satisfies conditions (1-2), while it provides scheduling flexibility. 

Proposal 1: In our view, alternative 3 is preferable compared with Alt. 1 and Alt.2 for defining the multi-slot PDCCH monitoring capability.
Proposal 2:  As a baseline, X = [4] slots for 480 kHz SCS and X = [8] slots for 960 kHz SCS can be chosen for alternative 1.
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