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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
In RAN1#104b-e meeting, the major details of XR traffic models were discussed with the agreements as follow.
Agreement: 
Jitter for DL video stream for the case of a single stream per UE 
· J is drawn from a truncated Gaussian distribution:
· Mean: 0 ms
· STD: 2 ms
· Range: [-4, 4] ms (baseline), [-5, 5] ms (optional)
· Note: The values are set to ensure that packet arrivals are in order (i.e., arrival time of next packet is always larger than that of the previous packet) rather than the real measurement
· Other values can be optionally evaluated
· Note: The above parameters for random variable J are effectively identical to the following parameter values because air interface PDB (e.g., 10ms or 15ms) applies from the point when each packet arrives at gNB as agreed in RAN1#104-e.
· Mean: 4 ms (baseline), 5ms (optional)
· STD: 2 ms
· Range: [0, 8] ms (baseline), [0, 10] ms (optional)
· Other values can be optionally evaluated
Agreement: 
Parameters of Truncated Gaussian distribution for packet size of DL video stream in case of single stream evaluation (note: these parameter values are those before the truncation):
· [STD, Max, Min]: [10.5, 150, 50]% of Mean packet size
· Other values that can be used for evaluation: [STD, Max, Min] = [4, 112, 88] % of Mean for single eye buffer, [3, 109, 91] % of Mean for dual eye buffer
· FFS: Whether and how to evaluate single eye and dual eye buffer
· Note: Companies report the values used in their simulation results.
· Note: There is no consensus that the [10.5, 150, 50]% of mean packet size is the best set of parameters
Agreement:
In case of single stream per UE in DL, a UE is declared a satisfied UE if more than X (%) of packets are successfully delivered within a given air interface PDB. 
· The baseline X value is 99. 
· Other values of X can be optionally evaluated, e.g., X < = 95, X=99.9. 
· Additional combinations of (X, PDB) values can be optionally evaluated, e.g., 
· (99, 7), (95, 13) for VR/AR
· (99, 12), (95, 18) for CG
· FFS: Different values for I-frame and P-frame if evaluation of them is agreed. 
Agreement:
On UL Traffic model and QoS parameters
· CG/VR: single stream (pose/control)
· Traffic model for Pose/control 
· Periodic: 4ms (no jitter) 
· Other values can be optionally evaluated. 
· Fixed: 100 bytes 
· PDB: 10 ms. 
· A UE is declared a satisfied UE if more than X (%) of packets are successfully delivered within the given air interface PDB. 
· The baseline X value is 99. 
· Other X values can be optionally evaluated are 90 and 95. 


Agreement:
In addition to single stream per UE in DL which is baseline, two streams can be optionally evaluated for DL
· Option 1: I-frame + P-frame
· Option 1A: slice-based traffic model
· Option 1B: Group-Of-Picture (GOP) based traffic model
· Option 2: video + audio/data 
· Option 3: FOV + omnidirectional stream
· Companies should report detailed assumptions in their simulations on packet size distribution for each stream, packet arrival interval (or fps) for each stream, PDB for each stream, PER requirement for each stream, criteria for being satisfied.
· Companies should strive to align the parameter values for the options chosen as much as possible
· FFS: Whether audio stream is separate or aggregated with the data stream in option 2 (Intention of option 2 is not to create a 3 stream option)
Agreement:
For evaluations of AR in UL:
· Option 1 (Baseline for power and capacity evaluations): Two streams as defined below 
· Stream 1: pose/control
· Traffic model and QoS parameters are same as for pose/control for UL CG/VR.
· Stream 2: A stream aggregating streams of scene, video, data, and audio. 
· Packet size: Truncated Gaussian distribution with the parameter values same as for DL
· Periodicity: 60 fps
· [bookmark: OLE_LINK10][bookmark: OLE_LINK12]Jitter (optional): same model as for DL
· Data rate: 10 Mbps (baseline), 20 Mbps (optional)
· PDB: [60] ms (baseline), [10/15] ms (optional)
· Option 2 (Optional for power evaluation and baseline for capacity evaluation): Single stream as defined below 
· Packet size: Truncated Gaussian distribution with the parameter values same as for DL
· Periodicity: 60 fps
· Jitter (optional): same model as for DL
· Data rate: 10 Mbps (baseline), 20 Mbps (optional)
· PDB: [60] ms (baseline), [10/15] ms (optional)
· Option 3 (Optional): Three streams as defined below 
· Stream 1: pose/control
· Traffic model and QoS parameters are same as for pose/control for UL CG/VR.
· Stream 2: A stream aggregating streams of scene and video 
· Packet size: Truncated Gaussian distribution with the parameter values same as for DL
· Periodicity: 60 fps
· Jitter (optional): same model as for DL
· Data rate: 10 Mbps (baseline), 20 Mbps (optional)
· PDB: [60] ms (baseline), [10/15] ms (optional)
· Stream 3: A stream aggregating streams of audio and data 
· Periodicity: 10ms
· Data rate: 0.756 Mbps/s or 1.12 Mbps 
· Packet size: determined by periodicity and data rate
· PDB: 30 ms 
· Option 4 (Optional): Three streams as defined below 
· Stream 1: pose/control
· Traffic model and QoS parameters are same as for pose/control for UL CG/VR.
· Stream 2: I-stream for video 
· Stream 3: P-stream for video
· Note: For stream 2 and stream 3, the I/P-stream model for DL video can be reused for UL video.  Companies should report detailed assumptions in their simulations on packet size distribution for each stream, packet arrival interval (or fps) for each stream, PDB for each stream, PER requirement for each stream, criteria to be satisfied UE.
· Companies should strive to align the parameter values for the options chosen as much as possible
· Note: Above PDB values in [ ] for Stream 2 in Option 1 and 3, and Option 2 are to be further discussed and potentially confirmed in RAN1#105-e, where other values can be also discussed if needed.
· In case multiple steams are evaluated for UL AR, a UE is declared as satisfied only when each stream meets the requirement that X (%) of packets are successfully delivered within a given air interface PDB. 
· X value for pose/control: follow X values for pose/control for CG/VR
· X value for other stream: follow X values for DL video stream.

In this contribution, we provide our views on the remaining issues on traffic models of XR.
2. Remaining issues on traffic models
[bookmark: _Ref54280506]In this section, we mainly focus on the remaining issues on XR traffic models, such as dual-eye buffer and multiple stream traffic model.
2.1. [bookmark: OLE_LINK11]Modelling of dual-eye buffer
For modelling the video stream in dual eyes, the traffic resource type for XR is related to the application. To be specific, the traffic resource type refers to the left and right eye buffers are encoded at the same time or at different time. According to the outcome of XR work from SA [1], the following two different types of XR video traffic are proposed regarding the frame arrival time in the case of X FPS. 
· Traffic source type 1: every 1/X s, the packets of both eyes arrive at the same time for each frame. 
· Traffic source type 2: every 1/(2*X) s, the packet of left eye and right eye arrive in turn, e.g. the packet of left eye arrives at odd frames, while the packet of right eye arrives at even frames.  
[image: ]
[bookmark: _Ref71638799]Figure 1. An example of traffic source type
[bookmark: _Hlk68197849]It is assumed that an XR video with the frame rate of 60 FPS is illustrated in Figure 1. For traffic source type 1, frames for both eyes arrive at the same time such that visual scenes for both eyes can be updated and presented simultaneously with 60 FPS. The sum of packet size for both eyes is equal to the size of a packet in simulation. It should be noted that the traffic model for traffic source type 1 is exactly same as the agreed single stream traffic model. For traffic source type 2, frames for two eyes arrive alternately. For the same data rate, compared with traffic source type 1, traffic source type2 is equivalent to changing the FPS of video stream to twice that of type 1, that is 120FPS, and the packet size of left or right eye is the size of a packet in simulation. Therefore, we can consider modelling dual-eye stream as a single stream traffic model, just by doubling the FPS and reducing the packet size by half. Take the DL VR stream of 45 Mbps and 60 FPS as an example, the dual-eye buffer traffic model is shown in Table 1. 
[bookmark: _Ref71638840]Table 1. Dual-eye buffer traffic model
	Traffic model
	Single stream
	Dual-eye buffer
	Note

	Date rate (Mbps)
	45
	45
	

	Packet size distribution
	Truncated Gaussian distribution
	

	Mean packet size (Bytes)
	93750
	46875
	Average data rate / FPS / 8 [bytes]

	STD of packet sizes (Bytes)
	9844
	4922
	10.5% * Mean packet size

	Maximum packet size (Bytes)
	140625
	70312
	150% * Mean packet size

	Minimum packet size (Bytes)
	46875
	23437
	50% * Mean packet size

	Packet arrival interval (ms)
	
	
	

	Packet delay budget (ms)
	10
	


[bookmark: _Ref47732476]Proposal 1: For dual-eye buffer, the dual-eye buffer traffic model in Table 1 can be optionally evaluated.
2.2. I/P-frame Multiple stream traffic model
[bookmark: _Hlk67586175][bookmark: OLE_LINK1]SA4 defines a variety of multiple stream models for XR traffic, such as I-frame and P-frame, video stream and audio/data stream, FoV stream and omnidirectional stream, and etc. Each multiple stream model has its traffic characteristics. If all these models are to be studied, the time overhead and the complexity of evaluation will be very large. Therefore, which model to be chosen as the baseline of multiple streams needs to be further studied. 
[bookmark: _Ref71638635]Proposal 2: Which traffic model to be chosen as the baseline of multi-stream evaluation needs to be further studied.
[bookmark: OLE_LINK28][bookmark: OLE_LINK29][bookmark: OLE_LINK3][bookmark: OLE_LINK7]Take the I/P-frame model as an example, the video frames are usually encoded into I-frame and P-frame (or B-frame), of which I-frame is the intra-frame coding frame without any reference to other frames, and P-frame (or B-frame) is the inter-frame coding frame with reference to other frames, e.g. I-frame. The traffic characteristics of I-frame and P-frame have been taken into account in the agreed single-stream statistical traffic model and jitter model. And a common PER and PDB requirements are defined for I-frame and P-frame. In addition, I/P-frame could also be considered as a multiple streams traffic model. According to the agreements achieved in RAN1#104b-e meeting [2], there are two options for I/P-frame multiple stream traffic modelling, as shown in Figure 2, Group-Of-Picture (GOP) based traffic model and slice-based traffic model. 
[bookmark: _Hlk71631190][bookmark: _Hlk70260841]For GOP-based traffic model, the encoder encodes images and generates segment by segment GOP (Group of Pictures), while the decoder reads segment by segment GOP for decoding, reads the picture and then renders the display. GOP is a group of continuous pictures, consisting of one I-frame and several B/P-frames. In general, the I-frame is the beginning of the GOP, and the remaining frames in the GOP are B/P-frames. The interval between two I-frame is the length of GOP, and the FPS refers to the distance between two P-frame. For slice-based traffic model, each original video frame can be encoded as I-frame and P-frame, and then parts of both I-frame and P-frame are sliced, encoded, and compressed to form an S-trace. Each encoded video frame in S-trace contains the slices of I-frame and P-frame, including one I-slice and N-1 P-slices. A slice refers to different areas of a frame in space, and different areas of the same frame are encoded separately. The loss of one slice does not affect the decoding of other slices in the same frame. The I-slice is derived from the I-frame which is intra-coded and is more important compared to P-slice. Eventually, these slices are IP-packetized and transmitted to RAN via CN. 


a) GOP-based traffic model


b) Slice-based traffic model
[bookmark: _Ref70417248]Figure 2. Schematic diagram of GOP based and Slice-based traffic models
In case that the I/P-frame multiple stream model is introduced, there are still a lot of issues that need to be considered as follows.
2.2.1. Traffic characteristics for I/P-frame
The first issue to consider is the packet size ratio of I-frame and P-frame. By analyzing the S-trace data of VR2 in different configurations provided by SA4, it could be found that the packet size ratio varies greatly between different configurations, it is difficult to use a fixed value to reflect the ratio of I-frame and P-frame of all configurations. And the same issue exists between different applications. Secondly, the length of GOP for the GOP-based traffic model and the number of slices per frame for the Slice-based traffic model needs to be considered respectively, which would affect the packet size distribution of the I/P-frame. However, the length of GOP and the number of slices per frame are strongly related to the application and configuration. Finally, the jitter distribution for I/P-frame needs to be considered because of different traffic characteristics (i.e., packet size, data rate, etc.) for different streams. In our opinion, there are two options, one option is that the jitter model is the same as that of single-stream, another option is that defining different jitter models for I/P-frame. It could be considered that the jitter distribution of I/P-frame could obey the truncated Gaussian distribution with the same mean and STD value as single-stream but with a different jitter range.
[bookmark: _Ref71638636]Proposal 3: For multi-stream modelling with I-frame and P-frame, the following traffic characteristics need to be further studied, 
· The packet size ratio of I-frame and P-frame. 
· The length of GOP for GOP-based model and the number of slices per frame for Slice-based model. 
· The jitter distribution.
2.2.2. Per UE KPl for I/P-frame
The traffic characteristics and QoS requirements of I/P-frame are different from each other, it is necessary to consider setting different PDB requirements and X value for I/P-frame to reflect the actual XR performance. From the perspective of frame-level modelling, I-frame has a larger frame size and is composed of more IP packets than P-frame. Assuming that each IP packet has the same PER and packet processing duration, the X value of I-frame should be lower than that of the P-frame, and the air interface PDB of I-frame should be larger than that of the P-frame. However, from the point of video frame codec, I-frame is the intra-frame coding frame and contains more information, and subsequent P-frames will reference to I-frame for decoding. Therefore, I-frame is more important and the corresponding X value should be higher. For P-frame, a small number of failed decoding of P-frames has a negligible impact on performance, so the X value of P-frame can be further relaxed. In addition, due to the decoding of P-frame will reference to the previous I-frame or P-frame and the uncertainty of the order of IP packet arriving at the BS side, the P-frame will spend more time in decoding, which makes the air interface PDB of P-frame stricter. Both the aforementioned consideration of frame-level modelling and video codec is reasonable. 
Besides, how to determine if a user with multiple streams is satisfied also should be discussed. Based on the agreement achieved in RAN1#104b-e meeting for UL AR, in the case of multiple streams are evaluated for UL AR, a UE is declared as satisfied only when each stream meets the requirement that X (%) of packets are successfully delivered within a given air interface PDB. We believe that the same rule can also be applied to other application(s) and/or transmission direction when multiple streams are assumed, and the X value and the given air interface PDB for each stream can be set individually according to the requirements for the stream. 
[bookmark: _Ref68635636][bookmark: _Ref71567972][bookmark: OLE_LINK19][bookmark: OLE_LINK20]Proposal 4: How to set the X value and air interface PDB requirements for multi-stream model need to be further studied.
[bookmark: _Ref71638639]Proposal 5: A UE with multi-stream is declared as a satisfied UE if each stream from the multi-stream has been satisfied, i.e. for each stream more than X (%) of packets are successfully transmitted within a given air interface PDB, where the X value and the given air interface PDB can be set per stream.
3. Conclusion
[bookmark: _GoBack]In this contribution, we provide our views on XR traffic models with the following proposals:
Proposal 1: For dual-eye buffer, the dual-eye buffer traffic model in Table 1 can be optionally evaluated. 
Proposal 2: Which traffic model to be chosen as the baseline of multi-stream evaluation needs to be further studied.
Proposal 3: For multi-stream modelling with I-frame and P-frame, the following traffic characteristics need to be further studied, 
· The packet size ratio of I-frame and P-frame. 
· The length of GOP for GOP-based model and the number of slices per frame for Slice-based model. 
· The jitter distribution.
Proposal 4: How to set the X value and air interface PDB requirements for multi-stream model need to be further studied.
Proposal 5: A UE with multi-stream is declared as a satisfied UE if each stream from the multi-stream has been satisfied, i.e. for each stream more than X (%) of packets are successfully transmitted within a given air interface PDB, where the X value and the given air interface PDB can be set per stream.
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