
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]3GPP TSG RAN WG1 #105-e                                             R1-2104392
e-Meeting, May 10th – 27th, 2021

Source:	vivo
[bookmark: Title]Title:	Discussion on joint scheduling
[bookmark: Source]Agenda Item:	8.13.2
[bookmark: DocumentFor]Document for:	Discussion and Decision
1. [bookmark: OLE_LINK14][bookmark: OLE_LINK13]Introduction
Regarding the study of scheduling PDSCH on multiple cells using a single DCI in R17 DSS WID [1]:
· PDCCH enhancements for cross-carrier scheduling including [RAN1, RAN2]
· [bookmark: OLE_LINK1][bookmark: OLE_LINK2]PDCCH of SCell scheduling PDSCH or PUSCH on P(S)Cell
· Study, and if agreed specify PDCCH of P(S)Cell/SCell scheduling PDSCH on multiple cells using a single DCI
· The number of cells can be scheduled at once is limited to 2
· The increase in DCI size should be minimized
[bookmark: _Ref16006416]In the contribution, we provide our views on scheduling PDSCH on two cells with a single DCI.
2. Discussion
We have evaluated the performance of joint scheduling for the following scenarios, and provide the results in Appendix:
· Baseline for comparison: self-scheduling+cross-carrier-scheduling 
· Scheduling the scheduling cell and another cell by separate single-cell-DCIs
· 100% UE are scheduled by single-cell-DCIs
· Scenario of multi-cell scheduling for evaluation: 
· Scheduling the scheduling cell and another cell simultaneously by a joint-DCI 
· 100% UE are scheduled by joint-DCI
· Combination 1
· Scheduling cell: 2 GHz, 15 kHz SCS, 2 Tx, 2 Rx, 20 MHz carrier BW, 2-symbol CORESET with 96RBs
· Scheduled cell: 2 GHz, 15 kHz SCS, 2 Tx, 2 Rx, 20 MHz carrier BW
· Combination 2
· Scheduling cell: 4 GHz, 30 kHz SCS, 4 Tx, 4 Rx, 100 MHz carrier BW, 1-symbol CORESET with 270RBs
· Scheduled cell: 2 GHz, 15 kHz SCS, 2 Tx, 2 Rx, 20 MHz carrier BW
· Combination 3
· Scheduling cell: 700MHz, 15 kHz SCS, 2 Tx, 2 Rx, 10 MHz carrier BW, 3-symbol CORESET with 48RBs
· Scheduled cell: 700MHz, 15 kHz SCS, 2 Tx, 2 Rx, 10 MHz carrier BW
· Combination 4
· Scheduling cell: 4GHz, 30 kHz SCS, 4 Tx, 4 Rx, 40 MHz carrier BW, 2-symbol CORESET with 96RBs 
· Scheduled cell: 2 GHz, 15 kHz SCS, 2 Tx, 2 Rx, 20 MHz carrier BW


[bookmark: _Ref47687055]Figure 1. scenarios for comparison between single scheduling and multi-cell scheduling
Several aspects including CCE saving, PDCCH blocking, throughput, and scheduling flexibility are analysed. In the LLS simulation, we assume that the payload size of a single-cell-DCI that schedules a single serving cell is 60bits (excluding 24bits CRC), and the payload size of joint-DCI is 60/72/84/96/108 bits (excluding 24bits CRC) respectively, corresponding to a 50/40/30/20/10% DCI information bits compression rate compared with using 2 single-cell-DCIs. According to the simulation results in the appendix, we have the following observations
[bookmark: _Ref54350577]Observation 1. Compared with using single-cell-DCI, a joint-DCI scheduling two PDSCHs on two cells brings more than 
-  33.09% CCE saving for combination 1, 
-  28.13% CCE saving for combination 2,
-  32.59% CCE saving for combination 3, 
-  18.14% CCE saving for combination 4, 
and the CCE saving gain becomes more significant if the compression rate of joint-DCI size increases.
[bookmark: _Ref54350569]Observation 2. With the same CORESET bandwidth, a joint-DCI with size (excluding CRC) =108 bits brings around
-  8.22%~8.84% reduction in PDCCH blocking rate for combination1, 
-  5.2%~8.05% reduction in PDCCH blocking rate for combination2,
-  6.49%~9.07% reduction in PDCCH blocking rate for combination3,
-  2.37%~5.66% reduction in PDCCH blocking rate for combination4
compared with using single-cell-DCI, and the reduction in PDCCH blocking rate becomes more significant if the joint-DCI size decreases.
[bookmark: _Ref61791337]Observation 3. Compared with using single-cell-DCI, joint-DCI brings around
-  24~27 RB reduction in CORESET BW and <=3.24% theoretical throughput gain for combination1, 
-  42~54 RB reduction in CORESET BW and <=3.32% theoretical throughput gain for combination2,
-  12~16 RB reduction in CORESET BW and <=3.66% theoretical throughput gain for combination3,
-  6~12 RB reduction in CORESET BW and <=4.79% theoretical throughput gain for combination4.
If the joint DCI size is large enough (i.e., 108bit) to provide independent resource allocation fields for each carrier as well as high scheduling flexibility, the corresponding throughput gain approximates the theoretical throughput gain. However, further compression of resource allocation fields in joint-DCI may be unavoidable for the small DCI size, consequently, the scheduling flexibility would be inevitably restricted – for instance, the granularity of frequency-domain scheduling resources (i.e., RBG size) becomes coarser in joint-DCI compared to single-cell-DCI, which may affect the spectrum efficiency adversely. For example, in combination 4, assuming that the RBG size for single-cell DCI scheduling is 8 RB, to compress the joint DCI size to 96 bits, the RBG size for joint-DCI scheduling needs to be increased to be greater than 8 RB (i.e., 9 RB or larger). While for the intra-band cases having the same numerology and same bandwidth (i.e., combination 1/3), the RBG size can remain the same as the single-cell DCI scheduling. Based on this assumption and results in Figure 5~Figure 7, we have the following observations:
Table 1. RBG size assumption for evaluation
	
	Single-cell-DCI
	Scheme4(96bits)
	Scheme5(108bits)

	Combiantion1
	8RB
	8RB
	8RB

	Combiantion2
	16RB
	16RB
	16RB

	Combiantion3
	4RB
	4RB
	4RB

	Combiantion4
	8RB
	9RB
	8RB


[bookmark: _Ref61607087]Observation 4. Joint-DCI with size=96bits~108 bits can bring
-  <=2.44% throughput gain compared with single-cell-DCI for combiantion1 in practical scenarios
-  <=2.32% throughput gain compared with single-cell-DCI for combiantion2 in practical scenarios
-  <=3.12% throughput gain compared with single-cell-DCI for combiantion3 in practical scenarios
compared with single-cell-DCI.
[bookmark: _Ref61442758]Observation 5. When the number of UE is 10, joint-DCI with size=96bits~108 bits can bring <=1.42% throughput gain compared with single-cell-DCI for combiantion4 in practical scenarios. However, it can also lead to 0.2%~0.31% throughput loss if the number of UE increases to 15/20.

In summary, multi-cell scheduling could bring throughput gain due to PDCCH overhead reduction and PDCCH blocking rate reduction. However, the throughput gain may not be significant due to inevitable scheduling restrictions, especially for the inter-band cases. Considering the simulations results and the time budget for Rel-17 DSS, we suggest one of the following options as a way forward:
· Alt1. Support multi-cell PDSCH scheduling with a single DCI in Rel-17 DSS WID only for simplified scenarios, e.g., scheduled cells with same SCS in intra-band CA
· [bookmark: _Ref48290563]Alt2. To stop working on this feature in Rel-17 DSS, while concluding that the multi-cell scheduling PDSCH with a single DCI will be addressed in Rel-18
Proposal 1. Consider adopting one of the following alternatives for the way forward on joint scheduling:
	Alt1. Support multi-cell scheduling PDSCH with single DCI in Rel-17 DSS WID for simplified scenarios, e.g., scheduled cells with same SCS in intra-band CA
	Alt2. To stop working on this feature in Rel-17 DSS, while concluding that the multi-cell scheduling PDSCH with a single DCI will be addressed in Rel-18.

3. Potential issues
[bookmark: _Ref46841386][bookmark: _Ref48290599]As shown in the above evaluation, DCI size compression is important to achieve resource-saving and thus system throughput improvement. However, how to compress the DCI payload size for multi-cell scheduling of different TBs is a challenging task. On one side, in R15 and R16, most of the information fields in a DCI depend on the configurations of the scheduled cell, so an information field cannot be directly shared between the cells, especially if there is a big difference between the configurations of the two cells. It is preferable not to share the fields that heavily depend on the configuration of the scheduled cell and the fields that directly affect the transmission mechanism such as MCS. The fields that do not depend on the scheduled cells, such as MIMO-related information and PUCCH-related information that is mainly associated with PUCCH Pcell, can be considered to be shared between two cells. In the following table, we listed some major information fields and provides a preliminary analysis of the field type for combination1. The legacy-DCI is 60 bits while the joint-DCI based on Table 2 is 96 bits. 
[bookmark: _Ref61876095]Table 2. Example of DCI information field type
	Information field
	Separate field or shared field
	Number of bits

	Identifier for DCI formats – 1 bit
	Shared field
	1

	Carrier indicator – 0 or 3 bits
	Shared field
	3

	Bandwidth part indicator – 0, 1 or 2 bits
	Separate field
	2

	FDRA – 13 bits for 106 RB
	Separate field
	26

	TDRA – 0, 1, 2, 3 or 4 bits
	Separate field
	6

	VRB-to-PRB mapping – 1 bit
	Shared field
	1

	PRB bundling size indicator – 0 or 1 bit
	Separate field
	2

	Rate matching indicator – 0, 1, or 2 bits
	Separate field
	2

	ZP CSI-RS trigger – 0, 1, or 2 bits
	Separate field
	2

	Modulation and coding scheme – 5 bits
	Separate field
	10

	New data indicator – 1 bit
	Separate field
	2

	Redundancy version – 2 bits
	Separate field
	4

	HARQ process number – 4 bits
	Separate field
	8

	Downlink assignment index – 0,2,4 bits
	Shared field
	4

	TPC command for scheduled PUCCH – 2 bits
	Shared field
	2

	PUCCH resource indicator – 3 bits
	Shared field
	3

	PDSCH-to-HARQ feedback timing indicator – 3 bits
	Shared field
	3

	Antenna port(s) – 4, 5, or 6 bits
	Separate field
	10

	Transmission configuration indication 0 or 3 bits
	Shared field
	0

	SRS request – 2, 3 bits
	Separate field
	4

	DMRS sequence initialization – 1 bit.
	Shared field
	1

	Joint-DCI size
	96 bits (excluding CRC)


[bookmark: _Ref61791390]Proposal 2. Field type (i.e., shared or cell-specific) of each information field in joint-DCI needs to be investigated.

In addition to the field design of joint-DCI mentioned above, the following issues need to be resolved as well.
· The framework of multi-cell scheduling 
In cross-carrier scheduling, UE is indicated by RRC IE CrossCarrierSchedulingConfig that the data on this cell is scheduled either by PDCCH in its own cell (i.e. ‘own’ in schedulingCellInfo) or PDCCH on another cell (i.e. ‘other’ in schedulingCellInfo). It is not clear if a cell that can be jointly scheduled is allowed to perform self-scheduling, e.g., UL scheduling. If yes, the design of multi-cell scheduling to some extent is similar to type3 CSS. If not, it should be further clarified that whether the UL grant for the jointly scheduled cell can be located on a cell other than the one on which joint-DCI is received. We need to clarify whether the support of multi-cell scheduling may reuse the current cross-carrier scheduling framework with some changes.
· Whether multi-cell scheduling reuses the framework of type3 CSS or cross-carrier scheduling
· Whether a cell jointly scheduled by another cell can be configured with PDCCH resources and can perform self-scheduling, e.g., for UL transmission
· Whether a joint-DCI monitored for a cell and a legacy-DCI monitored for the same cell should be located on the same serving cell

· Configuration of cell pairs for multi-cell scheduling 
It is necessary to further clarify that how to configure the cell pairs for multi-cell scheduling and whether there are any restrictions on choosing cell pairs for multi-cell scheduling. For example, the following aspects need to be clarified:
· Whether there can be more than one cell configured with a joint-DCI
· Whether a Scell can be configured with a joint-DCI
· Whether a cell can jointly schedule other two cells with a joint-DCI
· Whether Pcell can be scheduled by a Scell with a joint-DCI

· SS configuration and DCI format for multi-cell scheduling
Another aspect that needs to study is the DCI format for multi-cell scheduling. If an existing DCI format such as DCI format 1_1 is used for multi-cell scheduling purpose, the DCI for single scheduling case should always perform zero-padding to keep alignment with the DCI size of the case where multi-cell scheduling is enabled, which implies that a large number of redundant bits will be inserted into the DCI format even for single scheduling. In this case, it not only leads to a higher DCI code rate but also leads to worse coverage and worse performance for single scheduling. By contrast, introducing a new DCI format for multi-cell scheduling can ensure a high degree of scheduling flexibility while avoiding negative impacts on the performance of the existing DCI. However, it raises some other issues, such as how to maintain the DCI size budget.

· PDCCH BD budget maintenance for multi-cell scheduling 
In R15, the PDCCH BD budget is maintained for each scheduled cell and there is only one scheduled cell corresponding to a legacy-DCI. However, two scheduled cells are corresponding to a joint-DCI in the multi-cell scheduling case, it should be discussed how to maintain the PDCCH BD budget across the scheduled cell pair. For example, whether the two scheduled cells share the same budget, or if they should be handled individually.

· [bookmark: _Ref46841390]HARQ-ACK reporting for multi-cell scheduling 
For single TB on every PDSCH occasion involved in a HARQ-ACK codebook in R15, there is only 1 HARQ-ACK bit generated in response to the corresponding DCI with an associated PUCCH. However, if multi-cell scheduling is supported, there would be more than 1 TB scheduled by a DCI, which may have different outcomes of PDSCH decoding. Thus, some discussions such as whether HARQ-ACK bits corresponding to the jointly scheduled PDSCHs should be multiplexed in the same codebook and how to determine the HARQ-ACK in response to a joint-DCI, as well as some enhancements for the HARQ-ACK codebook construction, i.e., how to guarantee the reliability of HARQ codebook in case of missed joint-DCI, are needed.
[bookmark: _Ref53991671][bookmark: _Ref53991780]Observation 6. To support multi-cell scheduling, the following issues need to be resolved
-  DCI field design
-  Any restrictions on the scheduled cells to be paired for multi-cell scheduling
-  Framework of multi-cell scheduling
-  Whether to introduce a new DCI format 
-  PDCCH BD budget maintenance if multi-cell scheduling is enabled
-  HARQ-ACK codebook determination if multi-cell scheduling is enabled
4. Conclusion
In this contribution, we discuss some issues on multi-cell scheduling and have the following observations and proposals: 
Observation 1. Compared with using single-cell-DCI, a joint-DCI scheduling two PDSCHs on two cells brings more than 
-  33.09% CCE saving for combination 1, 
-  28.13% CCE saving for combination 2,
-  32.59% CCE saving for combination 3, 
-  18.14% CCE saving for combination 4, 
and the CCE saving gain becomes more significant if the compression rate of joint-DCI size increases.
Observation 2. With the same CORESET bandwidth, a joint-DCI with size (excluding CRC) =108 bits brings around
-  8.22%~8.84% reduction in PDCCH blocking rate for combination1, 
-  5.2%~8.05% reduction in PDCCH blocking rate for combination2,
-  6.49%~9.07% reduction in PDCCH blocking rate for combination3,
-  2.37%~5.66% reduction in PDCCH blocking rate for combination4
compared with using single-cell-DCI, and the reduction in PDCCH blocking rate becomes more significant if the joint-DCI size decreases.
Observation 3. Compared with using single-cell-DCI, joint-DCI brings around
-  24~27 RB reduction in CORESET BW and <=3.24% theoretical throughput gain for combination1, 
-  42~54 RB reduction in CORESET BW and <=3.32% theoretical throughput gain for combination2,
-  12~16 RB reduction in CORESET BW and <=3.66% theoretical throughput gain for combination3,
-  6~12 RB reduction in CORESET BW and <=4.79% theoretical throughput gain for combination4.
Observation 4. Joint-DCI with size=96bits~108 bits can bring
-  <=2.44% throughput gain compared with single-cell-DCI for combiantion1 in practical scenarios
-  <=2.32% throughput gain compared with single-cell-DCI for combiantion2 in practical scenarios
-  <=3.12% throughput gain compared with single-cell-DCI for combiantion3 in practical scenarios
compared with single-cell-DCI.
Observation 5. When the number of UE is 10, joint-DCI with size=96bits~108 bits can bring <=1.42% throughput gain compared with single-cell-DCI for combiantion4 in practical scenarios. However, it can also lead to 0.2%~0.31% throughput loss if the number of UE increases to 15/20.
Observation 6. To support multi-cell scheduling, the following issues need to be resolved
-  DCI field design
-  Any restrictions on the scheduled cells to be paired for multi-cell scheduling
-  Framework of multi-cell scheduling
-  Whether to introduce a new DCI format 
-  PDCCH BD budget maintenance if multi-cell scheduling is enabled
-  HARQ-ACK codebook determination if multi-cell scheduling is enabled
Proposal 1. Consider adopting one of the following alternatives for the way forward on joint scheduling:
	Alt1. Support multi-cell scheduling PDSCH with single DCI in Rel-17 DSS WID for simplified scenarios, e.g., scheduled cells with same SCS in intra-band CA
	Alt2. To stop working on this feature in Rel-17 DSS, while concluding that the multi-cell scheduling PDSCH with a single DCI will be addressed in Rel-18.
Proposal 2. Field type (i.e., shared or cell-specific) of each information field in joint-DCI needs to be investigated.
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[bookmark: _Ref54337479]Appendix
Evaluation: CCE saving
[bookmark: _Ref70690906]Table 3. Required SNR and the distribution of each AL @ combination1
	
	baseline
	Joint-DCI

	
	60 bits
	60 bits
	72 bits
	84 bits
	96 bits
	108 bits

	AL
	SNR
	%
	SNR
	%
	SNR
	%
	SNR
	%
	SNR
	%
	SNR
	%

	AL=1
	12.64
	23
	12.64
	23
	14.35
	20
	17.96
	15
	/
	/
	/
	/

	AL=2
	4.96
	27
	4.96
	27
	6.23
	24
	7.22
	25
	8.109
	37
	8.856
	34

	AL=4
	0.4998
	24
	0.4998
	24
	1.032
	27
	1.515
	28
	2.068
	28
	2.547
	29

	AL=8
	-2.873
	19
	-2.873
	19
	-2.425
	20
	-1.889
	21
	-1.526
	22
	-1.191
	22

	AL=16
	-5.816
	6
	-5.816
	6
	-5.384
	7
	-5.029
	9
	-4.694
	10
	-4.335
	12

	Average No of CCEs
	4.25*2 
	4.25
	4.57 
	4.99 
	5.38 
	5.69 

	Saving ratio
	/
	50%
	46.25%
	41.33%
	36.73%
	33.09%


Table 4. Required SNR and the distribution of each AL @ combination2
	
	baseline
	Joint-DCI

	
	60 bits
	60 bits
	72 bits
	84 bits
	96 bits
	108 bits

	AL
	SNR
	%
	SNR
	%
	SNR
	%
	SNR
	%
	SNR
	%
	SNR
	%

	AL=1
	6.169
	43
	6.169
	43
	7.662
	38
	10.73
	30
	/
	/
	/
	/

	AL=2
	1.258
	23
	1.258
	23
	1.969
	23
	2.341
	29
	3.012
	56
	3.594
	53

	AL=4
	-2.123
	19
	-2.123
	19
	-1.695
	22
	-1.26
	23
	-0.8911
	24
	-0.4904
	24

	AL=8
	-4.927
	8
	-4.927
	8
	-4.57
	10
	-4.139
	10
	-3.845
	11
	-3.531
	12

	AL=16
	-7.14
	3
	-7.14
	3
	-6.798
	2
	-6.442
	3
	-6.177
	4
	-5.882
	6

	Average No of CCEs
	2.89*2
	2.89
	2.99
	3.24
	3.79
	4.15

	Saving ratio
	/
	50%
	48.20%
	43.82%
	34.33%
	28.13%


Table 5. Required SNR and the distribution of each AL @ combination3
	
	baseline
	Joint-DCI

	
	60 bits
	60 bits
	72 bits
	84 bits
	96 bits
	108 bits

	AL
	SNR
	%
	SNR
	%
	SNR
	%
	SNR
	%
	SNR
	%
	SNR
	%

	AL=1
	12.26
	20
	12.26
	20
	14.02
	17
	17.05
	13
	/
	/
	/
	/

	AL=2
	5.064
	21
	5.064
	21
	6.337
	20
	7.097
	22
	7.822
	32
	8.929
	28

	AL=4
	0.1091
	30
	0.1091
	30
	0.6573
	31
	1.27
	28
	1.777
	27
	2.357
	27

	AL=8
	-3.042
	21
	-3.042
	21
	-2.522
	21
	-2.05
	23
	-1.663
	25
	-1.276
	27

	AL=16
	-5.872
	7
	-5.872
	7
	-5.405
	10
	-4.964
	12
	-4.642
	13
	-4.253
	14

	Average No of CCEs
	4.67*2
	4.67 
	5.14 
	5.56 
	5.98 
	6.29 

	Saving ratio
	/
	50%
	44.91%
	40.42%
	35.94%
	32.59%


[bookmark: _Ref70690913]Table 6. Required SNR and the distribution of each AL @ combination4
	
	baseline
	Joint-DCI

	
	60 bits
	60 bits
	72 bits
	84 bits
	96 bits
	108 bits

	AL
	SNR
	%
	SNR
	%
	SNR
	%
	SNR
	%
	SNR
	%
	SNR
	%

	AL=1
	5.785
	44
	5.785
	44
	7.176
	39
	10.08
	31
	/
	0
	/
	0

	AL=2
	0.4598
	25
	0.4598
	25
	1.294
	25
	1.87
	29
	2.5
	57
	3.003
	55

	AL=4
	-2.662
	17
	-2.662
	17
	-2.22
	20
	-1.791
	22
	-1.388
	23
	0.9966
	11

	AL=8
	-5.62
	8
	-5.62
	8
	-5.258
	9
	-4.819
	10
	-4.528
	12
	-4.217
	25

	AL=16
	-7.973
	2
	-7.973
	2
	-7.607
	3
	-7.262
	3
	-6.961
	3
	-6.686
	4

	Average No of CCEs
	2.69*2
	2.69 
	3.01 
	3.21 
	3.68 
	4.40 

	Saving ratio
	/
	50%
	43.99%
	40.27%
	31.46%
	18.14%



Evaluation: PDCCH blocking
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	[bookmark: _Ref61274607]Figure 2. PDCCH blocking rate when No of scheduled UEs=10
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	[bookmark: _Ref61274609]Figure 3. PDCCH blocking rate when No of scheduled UEs=15
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	[bookmark: _Ref61274610]Figure 4. PDCCH blocking rate when No of scheduled UEs=20



Evaluation: Throughput
[bookmark: _Ref61444647]Table 7. CORESET BW required for different schemes with the same blocking rate@ combination1
	N_UE=10
	Scheme0
	Scheme1
	Scheme2
	Scheme3
	Scheme4
	Scheme5

	CORESET BW(RB) per symbol
	96
	51
	54
	60
	66
	72

	Throughput gain
	/
	3.24%
	3.03%
	2.59%
	2.16%
	1.73%

	N_UE=15
	Scheme0
	Scheme1
	Scheme2
	Scheme3
	Scheme4
	Scheme5

	CORESET BW(RB) per symbol
	96
	51
	54
	60
	66
	72

	Throughput gain
	/
	3.24%
	3.03%
	2.59%
	2.16%
	1.73%

	N_UE=20
	Scheme0
	Scheme1
	Scheme2
	Scheme3
	Scheme4
	Scheme5

	CORESET BW(RB) per symbol
	96
	51
	54
	60
	66
	69

	Throughput gain
	/
	3.24%
	3.03%
	2.59%
	2.16%
	1.95%


[bookmark: _Ref61444649]Table 8. CORESET BW required for different schemes with the same blocking rate@ combination2
	N_UE=10
	Scheme0
	Scheme1
	Scheme2
	Scheme3
	Scheme4
	Scheme5

	CORESET BW(RB) per symbol
	270
	138
	156
	168
	192
	216

	Throughput gain
	/
	3.09%
	2.67%
	2.39%
	1.83%
	1.27%

	N_UE=15
	Scheme0
	Scheme1
	Scheme2
	Scheme3
	Scheme4
	Scheme5

	CORESET BW(RB) per symbol
	270
	132
	156
	168
	198
	228

	Throughput gain
	/
	3.23%
	2.67%
	2.39%
	1.69%
	0.98%

	N_UE=20
	Scheme0
	Scheme1
	Scheme2
	Scheme3
	Scheme4
	Scheme5

	CORESET BW(RB) per symbol
	270
	138
	150
	168
	204
	228

	Throughput gain
	/
	3.09%
	2.81%
	2.39%
	1.55%
	0.98%


[bookmark: _Ref61444650]Table 9. CORESET BW required for different schemes with the same blocking rate@ combination3
	N_UE=10
	Scheme0
	Scheme1
	Scheme2
	Scheme3
	Scheme4
	Scheme5

	CORESET BW(RB) per symbol
	48
	32
	32
	32
	36
	36

	Throughput gain
	/
	3.66%
	3.66%
	3.66%
	2.74%
	2.74%

	N_UE=15
	Scheme0
	Scheme1
	Scheme2
	Scheme3
	Scheme4
	Scheme5

	CORESET BW(RB) per symbol
	48
	32
	32
	32
	36
	36

	Throughput gain
	/
	3.66%
	3.66%
	3.66%
	2.74%
	2.74%

	N_UE=20
	Scheme0
	Scheme1
	Scheme2
	Scheme3
	Scheme4
	Scheme5

	CORESET BW(RB) per symbol
	48
	32
	32
	32
	36
	36

	Throughput gain
	/
	3.66%
	3.66%
	3.66%
	2.74%
	2.74%


[bookmark: _Ref61444651]Table 10. CORESET BW required for different schemes with the same blocking rate@ combination4
	N_UE=10
	Scheme0
	Scheme1
	Scheme2
	Scheme3
	Scheme4
	Scheme5

	CORESET BW(RB) per symbol
	96
	48
	57
	60
	72
	90

	Throughput gain
	/
	4.79%
	3.89%
	3.59%
	2.39%
	0.60%

	N_UE=15
	Scheme0
	Scheme1
	Scheme2
	Scheme3
	Scheme4
	Scheme5

	CORESET BW(RB) per symbol
	96
	51
	54
	60
	78
	84

	Throughput gain
	/
	4.49%
	4.19%
	3.59%
	1.79%
	1.20%

	N_UE=20
	Scheme0
	Scheme1
	Scheme2
	Scheme3
	Scheme4
	Scheme5

	CORESET BW(RB) per symbol
	96
	51
	54
	60
	78
	84

	Throughput gain
	/
	4.49%
	4.19%
	3.59%
	1.79%
	1.20%
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[bookmark: _Ref61810718]Figure 5. Throughput gain achieved by scheme4/5(96 bits/108bits) when No of UE=10
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[bookmark: _Ref61810720]Figure 6. Throughput gain achieved by scheme4/5(96 bits/108bits) when No of UE=15
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[bookmark: _Ref61810721]Figure 7. Throughput gain achieved by scheme4/5(96 bits/108bits) when No of UE=20
Table 11. LLS Simulation assumptions for PDCCH
	Parameters
	Values

	Carrier frequency(scheduling cell)
Subcarrier spacing
Simulation bandwidth/No. of PRBs
Antenna configuration at BS/UE
CORESET configuration
	•	Combination 1: 2 GHz, 15 kHz SCS, 2 Tx, 2 Rx, 20 MHz(106RB) carrier BW, 2-symbol CORESET with 96RBs

•	Combination 2: 4 GHz, 30 kHz SCS, 4 Tx, 4 Rx, 100 MHz(273RB) carrier BW, 1-symbol CORESET with 270RBs
•	[Combination 3: 700MHz, 15 kHz SCS, 2 Tx, 2 Rx, 10 MHz(52RB) carrier BW, 3-symbol CORESET with 48RBs]
•	[Combination 4: 4GHz, 30 kHz SCS, 4 Tx, 4 Rx, 40 MHz(106RB) carrier BW, 2-symbol CORESET with 96RBs]

	Link-level Channel model
	TDL-C

	TDL correlation level
	Low

	Delay Spread
	300ns

	UE speed
	3 km/h

	payload
	60/72/84/96/108

	Aggregation level
	1/2/4/8/16

	CCE-to-REG mapping
	interleaved

	REG bundle size
	6

	Interleaver size
	2

	Tx Diversity
	One port precoder cycling

	Target BLER
	1%

	Modulation
	QPSK

	Channel coding
	Polar code


[bookmark: _Hlk61293565]
[bookmark: _Ref48312961]Table 12. SNR CDF table @ combination1
	Outage
[%]
	SNR
[dB]
	Outage
[%]
	SNR
[dB]
	Outage
[%]
	SNR
[dB]
	Outage
[%]
	SNR
[dB]
	Outage
[%]
	SNR
[dB]

	0
	-10.2546
	20
	-0.36453
	40
	3.22835
	60
	7.45343
	80
	14.7788

	1
	-5.53642
	21
	-0.13111
	41
	3.40787
	61
	7.69348
	81
	15.6094

	2
	-4.74039
	22
	-0.00364
	42
	3.55026
	62
	7.89926
	82
	16.0546

	3
	-4.16097
	23
	0.154634
	43
	3.71084
	63
	8.15225
	83
	16.5229

	4
	-3.6152
	24
	0.316127
	44
	3.86172
	64
	8.39473
	84
	17.4413

	5
	-3.33601
	25
	0.465781
	45
	4.10461
	65
	8.71262
	85
	18.0229

	6
	-2.94179
	26
	0.687305
	46
	4.34906
	66
	8.93064
	86
	18.7217

	7
	-2.68084
	27
	0.790504
	47
	4.46795
	67
	9.20377
	87
	19.0812

	8
	-2.46978
	28
	1.02582
	48
	4.63613
	68
	9.46371
	88
	20.0456

	9
	-2.23169
	29
	1.1432
	49
	4.8972
	69
	9.76022
	89
	21.0523

	10
	-1.9535
	30
	1.33747
	50
	5.10365
	70
	10.0948
	90
	21.7823

	11
	-1.77057
	31
	1.51264
	51
	5.35755
	71
	10.3657
	91
	22.9945

	12
	-1.63586
	32
	1.72767
	52
	5.61563
	72
	10.7204
	92
	23.8569

	13
	-1.5181
	33
	1.86436
	53
	5.76374
	73
	11.0177
	93
	25.4977

	14
	-1.32022
	34
	2.04097
	54
	5.89568
	74
	11.3839
	94
	26.4652

	15
	-1.1529
	35
	2.29597
	55
	6.14152
	75
	11.8047
	95
	28.0576

	16
	-0.9492
	36
	2.47988
	56
	6.32072
	76
	12.2188
	96
	29.2536

	17
	-0.81625
	37
	2.63678
	57
	6.62136
	77
	12.9898
	97
	30.9672

	18
	-0.67884
	38
	2.84109
	58
	6.90661
	78
	13.577
	98
	34.7759

	19
	-0.49287
	39
	3.05602
	59
	7.14573
	79
	14.1688
	99
	38.0076

	
	
	
	
	
	
	
	
	100
	49.618
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Figure 8. SNR CDF@combination1

[bookmark: _Ref54078801]Table 13. SNR CDF table @ combination2
	Outage
[%]
	SNR
[dB]
	Outage
[%]
	SNR
[dB]
	Outage
[%]
	SNR
[dB]
	Outage
[%]
	SNR
[dB]
	Outage
[%]
	SNR
[dB]

	0
	-24.1586
	20
	-0.86392
	40
	2.20429
	60
	7.05718
	80
	16.4319

	1
	-14.0176
	21
	-0.73406
	41
	2.34103
	61
	7.56236
	81
	16.9294

	2
	-10.3672
	22
	-0.56698
	42
	2.63156
	62
	7.76868
	82
	17.6157

	3
	-8.10383
	23
	-0.44329
	43
	2.8635
	63
	8.24649
	83
	18.0561

	4
	-6.85355
	24
	-0.28876
	44
	3.07717
	64
	8.75504
	84
	18.8066

	5
	-5.72503
	25
	-0.13847
	45
	3.27446
	65
	9.02377
	85
	19.5125

	6
	-5.12569
	26
	0.002199
	46
	3.42531
	66
	9.39361
	86
	20.1874

	7
	-4.43667
	27
	0.135032
	47
	3.66266
	67
	9.79873
	87
	21.2498

	8
	-4.0066
	28
	0.298252
	48
	3.8878
	68
	10.1475
	88
	22.0417

	9
	-3.75121
	29
	0.425629
	49
	4.2176
	69
	10.6638
	89
	23.1602

	10
	-3.53802
	30
	0.580691
	50
	4.48816
	70
	11.2491
	90
	23.9371

	11
	-3.23432
	31
	0.842471
	51
	4.72583
	71
	11.6533
	91
	24.9571

	12
	-2.8392
	32
	0.995557
	52
	5.04191
	72
	12.208
	92
	25.9982

	13
	-2.46033
	33
	1.17571
	53
	5.35037
	73
	12.7977
	93
	26.9958

	14
	-2.15962
	34
	1.27262
	54
	5.54458
	74
	13.2294
	94
	29.1328

	15
	-1.87732
	35
	1.45418
	55
	5.84028
	75
	13.7596
	95
	30.5847

	16
	-1.74311
	36
	1.66068
	56
	6.0695
	76
	14.1825
	96
	32.435

	17
	-1.53056
	37
	1.79714
	57
	6.22072
	77
	14.6769
	97
	34.1081

	18
	-1.25115
	38
	1.91417
	58
	6.47333
	78
	15.3013
	98
	36.8946

	19
	-1.07078
	39
	2.06022
	59
	6.78597
	79
	15.7433
	99
	41.3785

	
	
	
	
	
	
	
	
	100
	53.7262
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Figure 9. SNR CDF@combination2

Table 14. SNR CDF table @ combination3
	Outage
[%]
	SNR
[dB]
	Outage
[%]
	SNR
[dB]
	Outage
[%]
	SNR
[dB]
	Outage
[%]
	SNR
[dB]
	Outage
[%]
	SNR
[dB]

	0
	-7.26419
	20
	-0.96545
	40
	1.7748
	60
	5.56674
	80
	12.4162

	1
	-5.21172
	21
	-0.88688
	41
	1.88603
	61
	5.92351
	81
	12.9676

	2
	-4.80452
	22
	-0.75159
	42
	2.03053
	62
	6.15983
	82
	13.6152

	3
	-4.38764
	23
	-0.61685
	43
	2.17083
	63
	6.57576
	83
	14.146

	4
	-3.95765
	24
	-0.47036
	44
	2.32176
	64
	6.75301
	84
	15.442

	5
	-3.61514
	25
	-0.33375
	45
	2.50363
	65
	7.11825
	85
	15.9526

	6
	-3.35388
	26
	-0.17279
	46
	2.64933
	66
	7.3838
	86
	16.6827

	7
	-3.18269
	27
	-0.0451
	47
	2.81553
	67
	7.65885
	87
	17.2967

	8
	-2.91377
	28
	0.093423
	48
	3.01089
	68
	7.98236
	88
	18.028

	9
	-2.74461
	29
	0.248865
	49
	3.24202
	69
	8.24703
	89
	18.9256

	10
	-2.60492
	30
	0.438283
	50
	3.40196
	70
	8.50787
	90
	19.8244

	11
	-2.36578
	31
	0.576086
	51
	3.61096
	71
	8.80913
	91
	21.1362

	12
	-2.28163
	32
	0.680843
	52
	3.76803
	72
	9.2037
	92
	21.8695

	13
	-2.11585
	33
	0.839814
	53
	3.9496
	73
	9.48494
	93
	22.4685

	14
	-1.89804
	34
	0.917518
	54
	4.14849
	74
	9.77827
	94
	23.6129

	15
	-1.66357
	35
	1.06479
	55
	4.40149
	75
	10.4052
	95
	25.2505

	16
	-1.53982
	36
	1.23596
	56
	4.63591
	76
	10.8369
	96
	26.9431

	17
	-1.36078
	37
	1.36786
	57
	4.81894
	77
	11.2731
	97
	28.5205

	18
	-1.24942
	38
	1.5008
	58
	4.97215
	78
	11.5699
	98
	30.1764

	19
	-1.07945
	39
	1.66537
	59
	5.2814
	79
	12.0173
	99
	32.1415

	
	
	
	
	
	
	
	
	100
	36.8842
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Figure 10. SNR CDF@combination3

Table 15. SNR CDF table @ combination4
	Outage
[%]
	SNR
[dB]
	Outage
[%]
	SNR
[dB]
	Outage
[%]
	SNR
[dB]
	Outage
[%]
	SNR
[dB]
	Outage
[%]
	SNR
[dB]

	0
	-22.0262
	20
	-1.28806
	40
	1.99085
	60
	6.88581
	80
	16.481

	1
	-14.7467
	21
	-1.13791
	41
	2.21929
	61
	7.34555
	81
	17.2132

	2
	-12.4635
	22
	-0.88186
	42
	2.43963
	62
	7.73864
	82
	18.1

	3
	-10.6342
	23
	-0.64076
	43
	2.7346
	63
	8.08924
	83
	18.8629

	4
	-7.57208
	24
	-0.47889
	44
	2.93743
	64
	8.42503
	84
	19.7797

	5
	-6.36859
	25
	-0.35376
	45
	3.16592
	65
	8.79445
	85
	20.6463

	6
	-5.56474
	26
	-0.25832
	46
	3.39976
	66
	9.25276
	86
	21.2617

	7
	-4.98859
	27
	-0.09675
	47
	3.57166
	67
	9.6758
	87
	22.2406

	8
	-4.35556
	28
	0.021877
	48
	3.75616
	68
	10.0586
	88
	23.2867

	9
	-3.87205
	29
	0.256459
	49
	3.92262
	69
	10.4647
	89
	23.97

	10
	-3.52634
	30
	0.429175
	50
	4.18057
	70
	10.9435
	90
	24.9883

	11
	-3.25525
	31
	0.522494
	51
	4.4416
	71
	11.609
	91
	25.7142

	12
	-2.96183
	32
	0.708476
	52
	4.60271
	72
	12.3138
	92
	27.0815

	13
	-2.67992
	33
	0.898988
	53
	5.14542
	73
	12.9802
	93
	28.4339

	14
	-2.429
	34
	1.02653
	54
	5.38973
	74
	13.3398
	94
	29.6644

	15
	-2.24673
	35
	1.22581
	55
	5.59945
	75
	13.8092
	95
	31.6005

	16
	-2.08099
	36
	1.3598
	56
	5.90199
	76
	14.4038
	96
	33.7328

	17
	-1.87038
	37
	1.48601
	57
	6.09438
	77
	15.0527
	97
	36.3763

	18
	-1.66034
	38
	1.63309
	58
	6.44936
	78
	15.6939
	98
	39.0046

	19
	-1.49349
	39
	1.81223
	59
	6.60945
	79
	16.0457
	99
	41.9799

	
	
	
	
	
	
	
	
	100
	53.4473
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Figure 11. SNR CDF@combination4
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