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Introduction
In this paper, we discuss some considerations of XR services and working areas for potential XR specific enhancements.
Consideration of XR Services
Capacity
The number of UEs in a given service area for high data rates and low latency scenario is captured in TS 22.261. This value can help to research the capacity requirement in XR services. Different XR services have different capacity demand in different scenarios. In this section, only indoor scenario is considered.
Table 1 KPI Table for additional high data rate and low latency service [1]
	Use Cases
	Characteristic parameter (KPI)
	Influence quantity

	
	Max Allowed End-to-end latency
	Service bit rate: user-experienced data rate
	Reliability
	# of UEs

	UE Speed
	Service Area
(note 2)

	Cloud/Edge/Split Rendering
(note 1)
	5ms (i.e. UL+DL between UE and the interface to data network) (note 4) 
	0.1-[1] Gbit/s supporting visual content (e.g. VR based or high definition video) with 4K, 8K resolution and up to120fps content.
	99.99% in uplink and 99.9% in downlink (note 4)
	-
	Stationary or Pedestrian
	Countrywide

	Gaming or Interactive Data Exchanging 
(note 3)
	10ms (note 4)
	0.1-[1] Gbit/s supporting visual content (e.g. VR based or high definition video) with 4K, 8K resolution and up to120fps content.
	99.99% (note 4)
	≤ [10]
	Stationary or Pedestrian
	20 m x 10 m; in one vehicle (up to 120 km/h) and in one train (up to 500 km/h)

	Consume VR content via tethered VR headset 
(note 6)

	[5 -10] ms
(note 5)

	 0.1-[10] Gbit/s 
(note 5)

	[99,99%]
	-
	Stationary or Pedestrian
	-

	NOTE 1:	Unless otherwise specified, all communication via wireless link is between UEs and network node (UE to network node and/or network node to UE) rather than direct wireless links (UE to UE).
NOTE 2:	Length x width (x height).
NOTE 3:	Communication includes direct wireless links (UE to UE). 
NOTE 4: Latency and reliability KPIs can vary based on specific use case/architecture, e.g. for cloud/edge/split rendering, and may be represented by a range of values.
NOTE 5: The decoding capability in the VR headset and the encoding/decoding complexity/time of the stream will set the required bit rate and latency over the direct wireless link between the tethered VR headset and its connected UE, bit rate from 100 Mbit/s to [10] Gbit/s and latency from 5 ms to 10 ms. 
NOTE 6: The performance requirement is valid for the direct wireless link between the tethered VR headset and its connected UE.


As shown in Table 1, the maximum number of UEs is ≤[10] in 20 m x 10 m area. This value (e.g., 10) can be used to calculate the demand of capacity for XR services.
For indoor scenario, the service area is 120 m x 50 m and contains 12 cells. The maximum number of UEs in one cell (capacity) can be calculated by : .
According to previous simulation results provided by companies, the capacity results cannot meet the requirements in Table 1.
[bookmark: _Toc71645147]The demand of capacity is larger than current simulation results.
Therefore, the enhancement for capacity may need to be considered.
Information of traffic model
Multi-streams (e.g., I/P streams and FoV/non-FoV streams) may need to be considered in XR services. SA4 will continue studying the traffic model of multi streams and may provide some information data in Table 2 to RAN1. One thing should be noted is that the information is for P Trace and not for a video frame.
The cyan highlighted data in Table 2 is considered as what is typically available to RAN delivery. And RAN1 can consider enhancements based on the yellow information. For example, a field called importance can be used for enhancement in multi-streams evaluation.
Table 2 information for P Trace[2]
	Name
	Type
	Semantics

	number
	BIGINT
	Unique packet number in the delivery

	time_stamp_in_micro_s
	BIGINT
	Availability time of packet for next processing step relative to start time 0 in microseconds (0 means lost).

	size
	BIGINT
	packet size in bytes.

	user_id
	BIGINT
	assigns an id to the user in order to differentiate

	buffer
	BIGINT
	The associated eye buffer 1=left 2=right
In general, differentiates application traffic for different buffers, for example audio, video, left eye, right eye. For example mapped to port or track.

	delay
	BIGINT
	Delay observed of the packet in the last processing step (-1 means lost)

	render_timing
	BIGINT
	the rendering generation timing associated to the media included in the packet.

	number_in_unit
	BIGINT
	The number of the packet within the unit (slice), start at 1

	last_in_unit
	BIGINT
	Indicates if this is the last packet in the slice/unit 0=no, 1=yes 

	type
	BIGINT
	The data type of the unit 
0 unknown
For video 1=intra 2=inter

	importance
	BIGINT
	assigned relative importance information (higher number means higher importance)


[bookmark: _Toc71645148]RAN1 can consider enhancements using the yellow information in TABLE 2.
On better support for XR capacity
XR service should observe a quasi periodic pattern in the sense that the inter arrival interval between packets should be mean reverting within a jittering variance due to rendering, encoding as well as packet segmentation/core network processing as illustrated in Figure. 1. Meanwhile the packet size could be variable observing e.g. a truncated Gaussian distribution. Also, the packets possess differentiated decoding requirement according to the value of the importance field embedded. With the above mentioned traffic characteristics, it's thus worthy of discussing whether the current spec. is sufficient in terms of enabling NW to support decent XR capacity under circumstances of concurrent service delivery together with XR. 
[image: ]
Figure. 1 Illustrations of XR Traffic
Some relevant novel challenges/open issues are summarized as below:
· In case of XR being pre-empted by concurrent services, the issue with the current spec. is two folded. Firstly, the increase of likelihood of being unsuccessfully decoded due to the pre-empted pattern defined in current spec is quite coarse, though workable for service coexistence scenarios in previous releases, such that XR QoS shall be undermined in particular for cell edge UE. Secondly, characteristics of the concurrent services could be provided to XR UE such that the required monitoring efforts should be reduced 
· In case of XR pre-empting concurrent services, similar issues could be encountered. Firstly, the DCI 2-1 budget could barely afford the preemption pattern indication for more than 9 serving cells. The preemption information of XR service spanning more than 1 CC had better be jointly indicated across CC such that the DCI budget is consumed in a witty manner with improved indication efficiency compared with separate indication of preemption information per CC. Secondly, characteristics of XR service including the information on arrival rate and packet importance could be delivered such that reduced monitoring efforts should be required of the UE with concurrent services.
· Within a given XR service, whether/how to determine it should be categorized into any of the above two alternatives. 
· Within a given XR service, whether/how to determine the packet level prioritization according to e.g. the importance field in the packet. 
In addition to our previous contribution on the concurrent transmission of XR and other services. It has been observed that intra XR could exhibit some priority differentiation use cases such as the I/P frame modelling, FoV/non-FoV modelling. For example, in the slice based I/P frame model, the traffic is featured by high priority I slice overlapping low priority P slice. This could call for optimization of pre-emption related handling.
For traditional LTE PDSCH retransmission mechanism, gNB shall re-transmit all of code blocks of a TB after receiving a NACK from UE. When the TB is small, the LTE retransmission mechanism can work. However, in case the TB is large, the retransmission of the whole TB may waste too many resources when there is only one erroneous code block. In NR Rel-15, code block group based (CBG-based) PDSCH transmission was specified by grouping code blocks of a TB into code block groups. The main purposes are 1) to guarantee the coexistence of eMBB and uRLLC, 2) to reduce the retransmission resource and further improve the capacity by only re-transmitting the code block groups with erroneous code blocks. 
According to the above analysis on XR traffic featuring jittering and larger data packet size, the collision probability is larger than eMBB traffic. In case that only one code block collides with another traffic and the other code blocks of the TB are received successfully, the retransmission of all the code blocks in the TB will waste lots of resources and result in low capacity with the LTE retransmission mechanism. However, if we use the CBG-based PDSCH transmission mechanism, only the code block groups including the code block colliding with other traffic needs to be re-transmitted. For example, the TB of XR traffic is divided into 8 CBGs, which is the maximum number of CBGs supported by NR CBG-based transmission mechanism. The amount of resources for CBG-based retransmission and traditional LTE retransmission mechanism are shown in Figure 2. It can be seen that, compared with the traditional retransmission mechanism, the amount of retransmission resources is reduced significantly, i.e. reduced by almost 50%, after using CBG-based PDSCH transmission mechanism.
Therefore, CBG-based PDSCH transmission is also preferred to be applied to the data transmission of XR traffic, especially considering jittering effect. 
[image: ]
Figure. 2 Traditional LTE retransmission and NR CBG-based retransmission procedure
However, there is a fundamental problem of CBG-based transmission mechanism when the UE reports the HARQ-ACK information. For example, in Figure 2, the UE only needs to feedback 1 bit to inform gNB of the HARQ-ACK information in the case of traditional retransmission mechanism. But for the case of CBG-based transmission, the UE needs to feedback 8 bits to inform gNB of the HARQ-ACK information for each CBG. It is obvious that compared with the traditional retransmission, the feedback overhead required for CBG-based transmission is increased to up to 8 times in NR. Therefore, it is necessary to investigate issues of overhead of CBG-based feedback, especially for the XR traffic. 
[bookmark: _Toc71645149]Further investigate the issues and potential working areas for enhancement towards CBG based feedback.

UE power saving
If jitter is not considered, UE and gNB can know the arrival time of packets according to the traffic period. Therefore the wake up time of UE can well match the arrival time of packets which will save power. However, according to the agreements in RAN1 meeting, the arrival time of XR packets will consider jitter which makes the packet arrival fluctuating around periodic benchmarks as shown in Figure 1. Since XR services require low latency, the impact of jitter on UE power saving techniques need to be closely examined. In this section, several R15/R16 power saving techniques and potential power saving techniques for XR services are analyzed.
DRX
In previous contribution [3], the problem of mismatch between XR traffic and DRX cycle was raised and is shown in Figure 3. 
[image: ] 
Figure. 3 mismatch between XR traffic and DRX
[bookmark: _Toc71645150]Due to the mismatch between XR traffic periodicity and DRX cycle, XR traffic cannot be guaranteed to always arrive at the DRX On period.
As discussed above, jitter will increase the difficulty of applying UE power saving techniques because the packets arrival time fluctuates around the periodicity benchmarks. If DRX is used, the packets may not arrive in “DRX On” state due to the jitter even if the mismatch problem is solved.
[bookmark: _Toc71645151]The packets may not arrive in “DRX On” state due to jitter even if the mismatch problem is solved.
To solve the above two problems, one simple consideration is setting a long drx-onduration timer which may result in low power saving gain. The other method is to enhance the DRX scheme.
gNB can have a rough estimation of next traffic according to the arrival time of previous packet. For example, if 14ms has passed since the last packet, gNB may predict the next packet will arrive soon. If current drx-onduration timer is almost expired, gNB can indicate UE to change the drx-startoffset or switch to a longer drx-onduration timer to decrease the latency of potentially subsequent packet as shown in Figure 4. Therefore, a dynamic update of DRX parameters (e.g., drx-startoffset) by DCI indication can be considered. Additionally, DCI can indicate different value of drx-startoffset to control when to start drx-onduration timer flexibly.
[image: ]
Figure. 4 Dynamic DRX parameter change
[bookmark: _Toc71555604]Dynamic DRX parameters change indicated by a DCI can be considered.
Wake up indication
WUS carried by DCI format 2-6 has been specified in Rel-16 UE power saving. WUS is monitored in a time duration before DRX On. If WUS is used in XR, the DRX cycle should be set to a small value, otherwise the DCI format 2-6 has no chance to indicate not-wake-up due to the short interval of XR packets. However, if the DRX cycle is small (e.g., 8ms), using a shorter drx-onduration timer may be a better choice than using WUS since WUS monitored before DRX On will split the sleep time.
[bookmark: _Toc71645152]Whether or not WUS can be used in XR should be carefully studied since WUS may split the sleep time and decrease the power saving gain.
Cross-slot scheduling
Cross-slot scheduling can provide power saving gain by setting a non-zero K0min/K2min. One thing should be noted is that minimum triggering offset of aperiodic CSI-RS is associated with K0min. Obviously, larger K0min/K2min will cause larger latency. In TR 38.840, simulation results show that there is no great difference in power saving gain between K0min = 1 and K0min > 1. Therefore, dynamic change of K0min/K2min between 0 and 1 can be considered.
[bookmark: _Toc71645153]Large value of K0min/K2min should not be used considering the latency requirement for XR services.
Search space set group switching
Search space set group switching has specified in Rel-16 NRU and the potential enhancement is being studied in Rel-17 UE power saving. Both power saving gain and latency are associated with the periodicity of search space set. 
PDCCH skipping
Same as search space set group switching, PDCCH skipping is being studied in Rel-17 UE power saving item. UE can stop monitoring PDCCH for a time duration if PDCCH skipping is indicated. According to the study in UE power saving item, search space set group switching and PDCCH skipping can provide similar power saving gain and latency. These two techniques can be considered in XR.
Uplink power saving
In previous RAN1 meetings, UL XR traffic has been discussed. The period of traffic of pose/control is 4ms which means UE needs to transmit UL traffic frequently and has less time for sleep. For periodic traffic with fixed packet size, CG UL transmission is a good choice because UE does not need to send SR/BSR and wait for an UL grant. For video traffic, the packet size is large and dynamic scheduling is better. Dynamic scheduling may consume more power than CG transmission since UE needs to send SR/BSR and continues monitoring PDCCH for data scheduling. Therefore, the power saving technique on UL dynamic scheduling can be considered.
[bookmark: _Toc71645154]The power saving technique on dynamic scheduling can be considered as a start point for uplink power saving study.
[bookmark: _Toc525][bookmark: _Toc29089][bookmark: _Toc29400][bookmark: _Toc82]Conclusion
According to the discussion above, we prefer to discuss/adopt the following observations/proposals:
Observation 1:	The demand of capacity is larger than current simulation results.
Observation 2:	RAN1 can consider enhancements using the yellow information in TABLE 2.
Observation 3:	Further investigate the issues and potential working areas for enhancement towards CBG based feedback.
Observation 4:	Due to the mismatch between XR traffic periodicity and DRX cycle, XR traffic cannot be guaranteed to always arrive at the DRX On period.
Observation 5:	The packets may not arrive in “DRX On” state due to jitter even if the mismatch problem is solved.
Observation 6:	Whether or not WUS can be used in XR should be carefully studied since WUS may split the sleep time and decrease the power saving gain.
Observation 7:	Large value of K0min/K2min should not be used considering the latency requirement for XR services.
Observation 8:	The power saving technique on dynamic scheduling can be considered as a start point for uplink power saving study.
[bookmark: _GoBack]
Proposal 1:	Dynamic DRX parameters change indicated by a DCI can be considered.
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