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In RAN#104-bis-e meeting, several agreements were made on evaluation assumptions for XR [1], including.
	Agreement: 
For XR/CG capacity evaluation, when DL and UL performances are evaluated independently, the system capacity for DL capacity and UL capacity are reported respectively. 
· FFS whether/how to determine the joint capacity for DL and UL after companies have submitted evaluation results.
Conclusion:
It is up to companies to choose either Option 1 (DDDSU) or Option 2 (DDDUU) for TDD configuration (as per previous agreements) and do the evaluation. 

Agreement:
For XR/CG capacity evaluation, a packet is considered as lost when it has exceeded the PDB, such that it will be added to the PER and the data of the packet is discarded.
· It is up to company to report the details for the packet when it has exceeded the PDB, e.g.
· Option 1: The packet exceeding the delay is still delivered to the other side
· Option 2: The packet (including the non-transmitted part) is discarded at the transmitter (at the gNB for DL packets and at the UE for UL packets)
· Other options are not precluded.
· Note: This is for the purpose of evaluation




In this contribution, we provide our view on additional aspects on evaluation methodologies including prioritization of deployment scenarios, evaluation of multiple streams and related KPIs.
RAN Evaluation for XR
The traffic characteristics for majority of the XR use-cases indicate medium to very high throughput requirement both in DL and UL [2]. RAN evaluation for XR and Cloud Gaming traffic over NR should consider capacity, coverage, UE power consumption as KPIs while taking into account various (low, medium, high) mobility assumptions with associated requirements on latency and reliability. The traffic characteristics for each XR use-case determines the evaluation assumptions and methodology. 
For network evaluation, the traffic models need to be simplified as a parametric input for system-level and link-level simulations. In the illustration in Fig.1, XR devices can include a wide range of devices with various capabilities, all of which operate under a given traffic characteristics and network performance requirement (throughput, latency, reliability). However, it is also assumed that a single XR device may transmit/receive multiple parallel traffic streams in UL/DL with different characteristics and requirements. It might, therefore, be necessary to put in place characteristic of a traffic stream, to/from a single user, which multiplexes multiple data streams as a special use case.
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Figure 1  Simplified Network deployment illustration for link-level evaluation


Link-level and system-level evaluations require simplified and parametric input characterizing the XR-traffic. In the block diagram for link-level evaluations shown in Fig 2 below, the traffic model generator provides the input to RAN link-level evaluation, which directly impacts the assumption on the scheduler. The scheduler setting during RAN evaluation is based on the output of the traffic model generator. 
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Figure 2 : Block diagram for link evaluation 


Given a traffic model, in point-to-point transmission, the scheduler determines the modulation and channel coding as well as the physical (time/frequency) resources for transmission of a data packet. The scheduler allocates resources based on a quality of index (e.g. CQI, target BLER, throughput, etc …) assigned to the data packet such that the packet is delivered with the required quality of service (QoS). In multipoint transmission where the channel is shared among multiple UEs, the scheduler allocates resources to each UE depending on the radio-link quality between the gNB and UE as well as the target QoS for the supported service. In services with multiple data stream, different QoS requirements can be set for each stream. This implies that a UE is allocated resources corresponding to each data stream according to a quality of index each stream is assigned to. Therefore, the UE may need to report multiple CQI, and each data stream will have target BLER and associated throughput.
Observation 1:  	In XR services with multiple data stream where each stream has different QoS requirement and associated target BLER as well as throughput, the scheduler may expect as many CQI reports as the number of data streams to allocate resources.  
 Further Discussion on Evaluation Methodologies
3.1 Deployment scenarios 
In RAN#104-e meeting, Indoor hotspot, Dense Urban and Urban Macro are discussed as possible deployment scenarios in the evaluation of the different use cases in VR/AR/CG application. VR provide immersive streaming/gaming applications which a user, in many cases, uses while moving within a very limited area or simply sitting in one place. It is therefore reasonable to assume indoor scenario to be the typical deployment scenario for VR applications. 

Proposal 1:  Prioritize Indoor deployment scenario for VR evaluations   

For AR application the XR device generates the AR scene, by overlaying objects, avatars or animations on to the surrounding environment to facilitate information exchange or conversational AR based calls. Such scenarios can be envisioned to mostly progress outdoors in cities and crowded areas with limited mobility. This also applies to cloud gaming with strict high bandwidth and low-latency requirement where gaming application can be run on UE or other devices while the user is walking. Evaluation for AR and CG applications can therefore prioritize dense urban deployment with evaluation for indoor hotspot and urban macro being optional. Moreover, as a start, evaluation for AR and CG can prioritize FR1.   
Proposal 2:  Prioritize Dense urban deployment scenario for AR and CG evaluations

As part of evaluation of coverage for XR/CG services, which is discussed to be pushed to the future, performance in FR2 will most likely be in focus. For now, performance evaluations for XR/CG need to prioritize FR1 deployment with FR2 being optional. 

Proposal 3:  Prioritize FR1 in XR/CG evaluations and FR2 should be optional 

3.2. Multi-stream 
Discussion on evaluation of capacity for XR/CG applications with multi-stream data transmission per UE has started. According to an SA4 study and the observations made in an accompanying contribution [4], there is a need to update the traffic model for some XR/CG use cases, such as AR, where there can be multiple streams per UE in UL. In evaluation of UEs with M data flows using multiple drops, each drop can be repeated M times assuming the state of each a UE during each drop can be retained. That is, each drop in the simulation is run M times with the traffic model of each data flow. 
Observation 2:  	When running evaluation of XR services with M data flows, simulations with multiple drops can be run where each drop is duplicated M times along with associated traffic parameters provided that the UE’s state during each drop can be retained. 

The challenge in the simulation setup described above would be the possible limitation in allocated memory as well as the simulation time. However, there would not be any impact on the scheduler. Another way to evaluate services with M data streams is by letting each UE drop denote M virtual UEs. In such approach, in addition to scheduling among UEs in different drops, it needs to be worked out how data can be scheduled among the M virtual UEs in the same dropped location.  

Observation 3:  	Evaluation of XR services with M data streams can also be done by denoting each dropped location with M virtual UEs. In such approach, in addition to scheduling among UEs in different drops, it needs to be worked out how data can scheduled be among the M virtual UEs in the same dropped location.  


3.3. Mobility
Even though a separate and detailed discussion on evaluating mobility performance should not be prioritized at this time, evaluation of capacity and other XR/CG performance evaluations can consider prioritizing low mobility scenario, especially for supporting AR applications.
Proposal 4: 	As a start prioritize low mobility scenarios with pedestrian walking speed, i.e., maximum of 3 km/h – 5 km/h.
Remaining issues on KPI  
4.1 Capacity in multi-stream
In RAN#104-bis-e meeting [1], it was agreed that a UE, supporting multiple streams, is declared as satisfied only when each stream meets the requirement that X (%) of packets are successfully delivered within a given air interface PDB. In majority of AR services with multiple data streams, the requirement on the QoE can force some interdependency between streams such that the allotted PDB of each stream is set by the stream with the least PDB. Therefore, when evaluating capacity of a UE supporting M data streams, all data streams can have common PDB which is to be the lowest of all the PDB values.  
Proposal 5:  	Optionally, when evaluating capacity of a UE supporting M data flows, all the data flows can have common PDB which is set to be the lowest of all the PDB values.   
Conclusion.
In this contribution, some remaining issues on XR evaluation methods and relevant KPIs are discussed. The following observations were made on: 
Observation 1:  	In XR services with multiple data stream where each stream has different QoS requirement and associated target BLER as well as throughput, the scheduler may expect as many CQI reports as the number of data streams to allocate resources.  
Observation 2:  	When running evaluation of XR services with M data flows, simulations with multiple drops can be run where each drop is duplicated M times along with associated traffic parameters provided that the UE’s state during each drop can be retained. 
Observation 3:  	Evaluation of XR services with M data streams can also be done by denoting each dropped location with M virtual UEs. In such approach, in addition to scheduling among UEs in different drops, it needs to be worked out how data can scheduled be among the M virtual UEs in the same dropped location.  
The following proposals are put forward: 
Proposal 1:     Prioritize Indoor deployment scenario for VR evaluations   
Proposal 2:     Prioritize Dense urban deployment scenario for AR and CG evaluations
Proposal 3:     Prioritize FR1 in XR/CG evaluations and FR2 should be optional 
Proposal 4: 	As a start prioritize low mobility scenarios with pedestrian walking speed, i.e., maximum of 3 km/h – 5 km/h.
Proposal 5:  	Optionally, when evaluating capacity of a UE supporting M data flows, all the data flows can have common PDB which is set to be the lowest of all the PDB values.   
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