
Page 1

3GPP TSG RAN WG1 #105-e			R1-2104704
e-Meeting, May 10th – 27th, 2021
	
[bookmark: Source]Agenda item:	8.14.4
Source: 	Qualcomm Incorporated
Title: 	Potential Enhancements for XR
[bookmark: DocumentFor]Document for:	Discussion and Decision
Introduction
[bookmark: _Hlk54335502]In this paper, we introduce potential enhancements needed to better support XR over NR from power, capacity and mobility perspectives. For power saving enhancements, we discuss followings topics. 
· CDRX enhancement
· Jitter handling
· L1 based signalling
· UL & DL alignment
· UAI (UE Assistance Information) 
For capacity enhancements, we discuss following topics.
· SPS/CG enhancement
· RAN awareness of traffic information for optimizing lower layer operation
· Network coding
· Application awareness at RAN
· Interference coordination
For mobility enhancement, we discuss following topic.
· Extension of DAPs HO
Enhancements for UE Power Saving
[bookmark: _Ref68522247]CDRX Enhancement
 
Issue: Tempo Mismatch
R15/16 CDRX cycle values mismatch with XR DL frame arrival periodicity. This means that there is a tempo mismatch between the two. The typical XR DL frame rates are 60, 120 frames per seconds (fps), of which frame periodicities are 16.67ms, 8.33ms. The configurable R15/16 CDRX long cycle values are 10, 20, 32, 40ms, etc. and short cycle values are 2, 3, 5, 6, 7, 8, 10, 14, 16, 20, 30, 32, 35ms, etc. Since CDRX cycle values support only integer multiples of 1ms, no matter which cycle periodicity is chosen from currently available values from 38.331, it cannot be exactly aligned with DL frame arrival timing. Following figure illustrate the case of mismatch between 60fps and DRX cycle of 16ms and 17ms. This mismatch would lead to XR capacity loss due to larger latency and/or larger UE power consumption to keep the same latency performance. 
Observation 1: There is tempo mismatch issue between periodic XR DL traffic and R15/16 CDRX configuration. This would lead to XR capacity loss due to larger latency and/or larger UE power consumption to keep the same latency performance. 
[image: ]
Figure 1 Mismatch between XR DL traffic (60fps) and R15/16 CDRX periodicity (16ms) 

Potential Enhancements
The one thing to note here is that there is an integer multiple of period which are repeating every 3 frames for both 60 and 120fps.
 for 60Fps
 for 120Fps
This potentially allows the modification of DRX start offset within the 50ms or 25ms period to match DL packet arrival timings for 60 and 120Fps respectively. Figure 2 illustrate the modified offset(s) of On-duration(s) within the period of 50ms. This modification can provide matching DRX On-duration occasion(s) with the traffic arrivals, addressing tempo mismatch issue in 50ms level.
Observation 2: There is larger cycle which is aligned with XR DL traffic period. Within the period, some of CDRX start offset(s) could be adjusted to address mismatch between DL traffic arrival timing(s) and On-duration start point(s).
[image: ]
[bookmark: _Ref68499845]Figure 2 Enhanced CDRX start offset addressing mismatch problem

Enhancements for Jitter Handling
Issue: mis-alignment due to jitter
The XR DL traffic arrival has jitter which makes exact frame arrival timing random even after tempo mismatch problem is solved. If traffic arrives too early as shown in Figure 3, then, packets should be delayed until UE wakes up, which increases the latency for the packet transmission. This can negatively affect the RAN performance given the tight PDB in DL of e.g., 10ms. And, consequently it will affect XR user experience as well given that end-to-end delay (M2R2P) requirement is quite tight (50 ~ 70ms).
Observation 3: Early DL traffic arrival increases latency and affects capacity/XR user experience negatively.
 [image: ]
[bookmark: _Ref68504392]Figure 3 Early DL packet (burst) arrival with negative jitter w.r.t the expected arrival time
Whereas, if DL burst arrives later than the expected time of arrival (where potentially DRX On duration start is configured) as shown in Figure 4, the UE should wait for DL burst arrival while performing unnecessary PDCCH monitoring. The unnecessary PDCCH monitoring increases UE power consumption.
Observation 4: Late DL traffic arrival increases UE power consumption due to increased number of unnecessary PDCCH monitoring.
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[bookmark: _Ref68504692]Figure 4 Late DL packet (burst) arrival with positive jitter w.r.t the expected arrival time

Potential Enhancements
A potential approach for enhancement is to use dense wake up signal (WUS) around expected arrival time. In this approach, WUS needs to be configured densely to reduce latency incurred. Given that jitter standard deviation is order of millisecond, WUS indication periodicity should be as short as 1 ~ 2ms. Otherwise, WUS would be less effective. To make it more effective, the gap between WUS and On-duration also needs to be as short as possible and power consumption for WUS monitoring should be also low close to microsleep – potentially by doing time domain detection.
This may also require the rethinking of starting point of On-duration after WUS. If an WUS occasion is signaled to wake UE up, then, the starting point of On-duration needs to be determined uniquely for the synchronized operation between gNB and UE. Currently CDRX config allows CDRX On-duration start based on DRX start offset. But with the dense WUS configuration, this may also need to be modified in a more flexible way.
We expect having such dense / fast / low power WUS could provide low latency and low power operation for XR.
Observation 5: For low latency operation, dense WUS monitoring occasion is required and modem needs to wake up as quickly as possible after the low power WUS is indicated. 
Observation 6: For lower power operation, WUS needs to be monitored with low power, e.g., using simple time domain correlation and energy detection.
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Figure 5 Dense WUS indication for reducing latency and power consumption for the case with jitter in DL traffic arrival

Enhancements to L1-based Signaling to be Further Closer to “Genie” Performance
Issue
One of very useful power saving techniques for XR type traffic is L1-based go-to-sleep type technique(currently being discussed in Rel-17 UE PS WI), shown in Figure 6. XR traffic arrival is pseudo periodic, where for each period, a burst of data arrives and is served before next burst arrives. After each DL burst is all served, gap follows until the next burst starts, during which drx-inactivity timer is running. If the drx-inactivity timer is too long, then UE will keep monitoring PDCCH during this time, wasting UE power. If inactivity timer is too short, UE could prematurely enter OFF state before current DL burst is served, which increases packet transmission latency, and potentially affect capacity. 
Potential Enhancements
Thus, L1 based explicit indication would be helpful in this case assuming that network can know when the current DL burst ends. Since current R17 discussion is on-going, it may be necessary to wait a bit until the R17 WI ends to see how this technique could be applied for XR use case and whether it needs any further enhancements for XR.
Observation 7: The current R17 L1-based signaling for UE power saving could be useful for XR UE power saving.
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[bookmark: _Ref68508002]Figure 6 L1-based indication for UE power saving

UL & DL Alignment
Issue: Alignment
XR traffic has both DL and UL part. Both are periodic in nature. Whenever receiving and transmitting traffic, modem needs to wake up. Otherwise modem could enter lower power state to save battery. If DL and UL traffic are received and transmitted in different times, then, the modem needs to wake up two times to process them, which requires additional transition time between modem states and additional power for warm up and ramp down. In addition to that, there is DRX related timer operation, which may extend UE awake time whenever there is either DL or UL activity. Therefore, aligning DL and UL activities would be helpful in reducing UE awake time and accordingly reduce UE power consumption.
[image: ]
Figure 7 DL & UL alignment for power saving: unaligned case(left) and aligned case(right)

Observation 8: Absence of alignment between DL and UL activities could increase UE power consumption.
Potential Enhancements
The idea of alignment could be realized in various ways. However, as discussed above, DL DRX configuration (and fast WUS) can already provide an alignment between DL traffic arrival and DRX On-duration start point. Thus, UL tx could be adjusted accordingly w.r.t DL timing. This will result in restriction and localization of UL activities to be happening around DL activity duration. In terms of timing restriction, one simple approach is to restrict UL activity w.r.t DRX On-duration or Active Time (when UE be awake). Naturally, the UL activity restriction would require a few UE behavior modifications. Following uplink transmissions and related UE behavior/configuration could considered.
· SR for dynamic grant based PUSCH scheduling
· SR transmission occasion could be restricted to be around DL timing.
· SR periodicity could be further updated to provide better match with DL traffic arrival periodicity if necessary (just like CDRX mismatch in Section 1).
· CG based PUSCH
· CG transmission occasion could be restricted to be around DL timing.
· CG periodicity could be further updated to provide better match with DL arrival periodicity if necessary (just like CDRX mismatch in Section 1).
· DG based PUSCH
· Unlike LTE, NR does not have feedback channel for PUSCH. For this reason, drx-HARQ-RTT-TimerUL followed by drx-RetransmissionUL timer starts whenever a grant for UL transmission is received.
· To finish UL activity quickly and avoid too much extension of Active Time due to UL activity, the drx timer(s) extension due to UL activity could be restricted and or limited. This can be done dynamically or semi-statically.
Observation 9: To achieve DL and UL alignment for XR, SR, CG, and DG-based PUSCH may need enhancements to better support XR traffic pattern, e.g., periodicity, UL activity restriction, timer behavior triggered by UL activity.

Uplink-only Power State
Issue
As noted, XR and Cloud Gaming traffic consists of frequent Uplink pose traffic, and less frequent Downlink encode video or scene related traffic. The frequent Uplink pose traffic can prevent introduction of reasonable sleep cycles on the UE, restricting any possible power savings from gaps between less frequent downlink traffic.
Observations 10: Frequent uplink traffic with XR and Cloud Gaming prevents the UE from going into sleep and taking advantage of any possible power savings from gaps between the less frequent downlink traffic. 
Potential Enhancements
A potential enhancement is to introduce an Uplink-Only state at the UE, as shown in Figure 8. The UL-only power state can allow for only PUSCH transmissions, and PDSCH receptions not allowed. The UL-only power state can also be specified to not allow PDCCH reception, in which case PUSCH transmissions are via Uplink Configured Grants with no retransmissions allowed. Appropriate actions can be taken to improve the reliability of such uplink transmission in the absence of retransmissions.
[image: ]
[bookmark: _Ref68526203]Figure 8: Uplink Only Power State
UE moving to an uplink-only power state can be analogous to UE moving to a Bandwidth-Part (BWP). In this case, the transition in and out of uplink-only power state can be controlled via Downlink Control Information (DCI). Alternatively, UE moving to an uplink-only power state can be analogous to UE moving to a CDRX off state. In this case, the transition in and out of uplink-only state is duty cycle based. We note that this duty cycle corresponds to the cadence of the downlink traffic, and should be defined with the enhancements noted in Section 2.1.
Observations 11: Power savings can be realized if we introduce an uplink-only state with transitions to and from the state based on DCI, or based on duty-cycles determined by the cadence of downlink traffic. 

UL Indication: UE Assistance Info for UL XR traffic
Issue
The UL XR traffic pattern is determined by application at UE side. UE has full knowledge of traffic amount and generation pattern. Whereas, gNB could have limited information on UL traffic pattern although there is related information such as 5QI. Thus, UE can help gNB’s resource allocation for UL transmissions based on its own knowledge on application layer traffic pattern.
Observation 12: UE can help gNB for UL resource allocation by indicating UL traffic pattern.
Potential Enhancements
As UE assistance information (UAI) is introduced in the context of sidelink for traffic pattern indication, as shown in Figure 8, similar signaling could be introduced in Uu link for XR UL. 
[image: ]
[bookmark: _Ref68526914]Figure 9  UAI for SL Traffic Pattern

In addition to traffic pattern information as UAI, other more active UE initiated indication could be also considered. For example, if prescheduled UL is being used, network will keep scheduling UL even without SR. In such case, UE may skip PUSCH transmissions based on skipping configuration. UE can also indicate its preference on the PUSCH skipping in UAI. 
Although PUSCH skipping allows UE to skip PUSCH tx, network may still send UL grant(s). If UE knows the end of UL traffic (pose/scene), then, it might also request gNB by additional L1 indication to stop sending UL grants for a certain duration (until next burst time). This may help network save PDCCH resources.

Enhancements for Network Capacity
SPS/CG Enhancements
To allow more resources to be used for XR transmissions, SPS/CG can be used as it eliminates some of the control channel overhead and UE power savings due to less control channel processing. In addition, some optimizations can be made to SPS/CG to further enhance XR performance. These optimizations (that may not be restricted to XR traffic only) include:
	Name 
	Description 
	Benefits for XR

	SPS/CG Occasion Optimization
	Dynamically activate SPS/CG occasion(s) that is(are) to be used by the UE using DCI. 
	Reduce unnecessary SPS decoding and NACK messages
Reduce wasted resources for unused CG

	UE-Assisted CG parameter Modification
	Enable UE-based semi-static and dynamic mechanisms for adapting CG resources to UL traffic
	Make more resources available for multiplexing more XR UEs on the UL. 



[bookmark: _Hlk68528663]Observation 13: SPS/CG optimizations can free up more resources for XR traffic leading to increase in DL/UL capacity and also UE power saving benefits. 

RAN Awareness of Traffic Information for Optimizing Lower Layer Operation
RAN Awareness of XR Traffic for Triggering Beam Management and Measurement Configuration
To improve the performance of XR traffic over the 5G networks, especially for FR2 operation, RAN awareness of XR traffic characteristics can be leveraged to trigger beam management and measurement configuration updates. This could lead to XR performance improvement and reduction in power consumption. For example, in scenarios where the UE’s MAC/PHY layers are aware of the UE’s positioning information or mobility patterns through application layer information such as XR viewport or pose information, the UE may use this information to request beam or measurement updates from the gNB.  
[bookmark: _Hlk68528844]Observation 14: Using positioning or mobility information derived from the XR application packets, the UE may trigger beam management and measurement configuration updates at the gNB. This may lead to improved XR performance.
Delay-aware Scheduling
Issue
Proportional fair scheduling allows a good tradeoff between fair allocation and efficient utilization of resources. However, for XR traffic, it is also critical to ensure timely delivery of packets since the frames are associated with a tight delay budget. 
Potential enhancement
Results are shown in [2] that explain the benefits of delay-aware scheduling over proportional-fair scheduling for XR capacity. The delay-aware scheduler improves upon the proportional-fair scheduler by incorporating knowledge of the delay experienced by the packets to prioritize users that are approaching the deadline. 
In order to enable such scheduling, the RAN (e.g., scheduler at the gNB) needs to be aware of the deadline associated with the packets of different users. From the application layer perspective, the deadline of a packet may depend on what information the packet contains – for example – to which video frame it belongs, when it was rendered, etc. Mechanisms may need to be studied to allow such awareness of traffic-related information within the RAN to enable more optimized scheduling of resources.
Observation 15: Delay-aware scheduling could increase XR capacity.

Network Coding
Network coding in RAN could be used to improve XR capacity:
· Network coding utilized as a way to exploit link diversity
· Potential for improved efficiency and delays for the same reliability
· Flexible redundancy ratio for different traffic load and reliability requirements
· Effective blocking alleviation
· Potential for end-to-end enhanced solution 
· Taking into account application layer traffic characteristics and requirements and utilizing RAN protocol stack adaptations to improve performance/capacity.
XR traffic characteristics include relatively high data rate, stringent latency bound and reliability requirements. Given these requirements, Network Coding could offer performance benefits over other schemes, such as baseline HARQ and PDCP duplication:
· Redundancy added upfront in case of Network Coding could help XR traffic fulfil latency and reliability requirements without having to resort to HARQ/RLC retransmissions that would increase the delay of packet reception. Additionally, in case of blocking of one of the links (e.g. one of the component carriers or TRPs), due to the added redundancy, the Network Coded XR application frames could be successfully received only from the data transferred over the link that is not blocked. On the other hand, in the absence of Network Coding, the packets on the blocked link would have to go through multiple HARQ/RLC retransmissions, resulting in potentially significant delays and increased packet drop rate, which could affect the XR perceived quality.
· Compared to the PDCP duplication, Network Coding can offer adaptive redundancy, which allows for more efficient operation by adapting to the current traffic load and reliability/latency requirements. With a constant redundancy (one RLC packet copy per carrier), PDCP duplication in many cases results in excessive system load, which may stall XR traffic and reduce capacity. 
[bookmark: _Hlk68547015]The initial findings suggest that utilizing the Network Coding in the RAN protocol stack could provide performance benefits – smaller delays, smaller packet loss rate, larger capacity – compared to the baseline HARQ/PDCP duplication schemes for the variety of XR traffic requirements, such as traffic bit rate, and number of users in the system. 

Observation 16: For XR traffic support, Network Coding in the RAN protocol stack could provide performance benefits – smaller delays, smaller packet loss rate, larger capacity – compared to the baseline HARQ/PDCP duplication schemes

Application Awareness at RAN
Issue: Minimum Granularity of Application Data consumption 
The latency and reliability QoS parameters in 5G systems are specified for traffic in terms of “packets” (e.g. Packet Delay Budget: PDB, Packet Error Rate: PER). On the downlink, the packets correspond to the packet data unit on the N6 interface inbound towards the UPF. These packet data units are typically IP packets and so the packets correspond to IP payload. 
XR (and Cloud Gaming) application traffic, however, on the downlink typically consists of encoded video or scene information. Typically, the applications require a certain minimum granularity of application data to be available on the client side before the next level of processing can start. For example, in certain configurations, application client processing can start only if all bits, or a certain percentage of bits of a video frame is available. Although this information is packetized into IP payloads, the minimum granularity of traffic consumption on the application client side will require a certain minimum set of IP packets available before the next level of processing can start. We refer to this minimum granularity of information that a given application requires as “Application Data Unit”, as shown in Figure 7. XR (and Cloud gaming) traffic consist of bursts of traffic that can carry one or more ADUs, as shown in the figure. 
The QoS parameters specified in terms of packets do not adequately capture the application requirements, which are typically in terms of ADUs. First, applications can have a certain ADU error rate (AER) requirement, where AER is the percentage of ADUs in error in a specified measurement window. Specifying the PER does not adequately specify the AER. For example, if an ADU consists of 10 IP packets, if the PER is set equal to AER requirement (say 1e-2), then  the AER requirement is met only if 1 IP packet per ADU is in error. If multiple IP packets in an ADU are in error, then the system can be operating at a point where PER is met, but AER is actually not satisfied. Alternatively, if the PER is set conservatively to 1/10th of AER (1e-3 in this example), then the system is targeting an unnecessarily conservative reliability requirement, and system capacity is sacrificed. It is observed that specifying AER to the 5G system as a QoS parameter can be beneficial.   
[image: ]
[bookmark: _Ref68521934]Figure 10: ADU and Burst Awareness
Second, applications can have a certain delay requirement on an ADU, that cannot be adequately translated into packet delay budget requirements. For example, if the ADU delay budget (ADB) is 10ms, then PDB can be set to 10ms only if all packets of the ADU arrive at the 5G system at the same time. If the packets are spread out, then ADU delay budget is measured either in terms of the arrival of the first packet of the ADU or the last packet of the ADU. In either case, a given ADB will result in different PDB requirements on different packets of the ADU. It is observed that specifying the ADB to the 5G system can be beneficial.
Third, not all bits within an ADU are equally significant. For example, if the application implements an application-level error correction, then the application client only consumes a certain fraction of the bits of an ADU, and the remaining bits need not be transmitted to improve capacity. If an application implements error concealment techniques, then it can be tolerant to a certain percentage of bits of an ADU in error. Certain video encoder configurations can consume all bits of an ADU up to the first bit in error, and all subsequent bits after the first bit in error can be discarded, since it cannot be consumed by the corresponding decoder. The treatment of bits within an ADU can be specified via a QoS parameter called ADU content policy (ACP), and it is observed that specifying ACP to the 5G system as a QoS parameter can be beneficial.  
Finally, we observe that ADU based QoS parameters, ADB, AER, ACP, can be specified only if the 5G system is aware of the ADU itself. ADU awareness at the 5G system is required to take advantage of the specification of ADB, AER and ACP parameters.
In addition to ADU, 5G system can benefit from an awareness of the bursts that can constitute multiple ADUs. If the 5G system is aware of the end of the burst, then it can ensure that UE can be sent to sleep, without having to implement inactivity timers, resulting in additional power savings.
Observations 17: 5G QoS parameters (e.g., PDB, PER) are specified in terms of IP packets, but XR and Cloud Gaming applications consume data at a minimum granularity level of “Application Data Unit” (ADU), where an ADU can consist of multiple IP packets.
Observations 18: 5G System Capacity can benefit if ADU delay budget (ADB), ADU error rate (AER) and ADU content policy (ACP) can be specified. ADB, AER, ACP can be specified towards a 5G system if it is aware of ADUs. 
Observations 19: 5G System can benefit from an awareness of the end of a burst that can contain multiple ADUs, using that information to send UEs to sleep without the need for an inactivity timer.

RAN Awareness at Application
Issue: Traffic offset alignment
XR traffic is periodic and is often associated with a tight delay budget constraint. As an example, video frames may be generated every 16.7 milliseconds, and may have a 10 millisecond air-interface delay budget to sustain acceptable user experience. In a scenario with multiple users in the same cell using XR applications, the capacity may depend on whether the frame arrivals of these users are aligned with each other, or staggered relative to each other. Synchronized arrivals may increase the burden on the cell to deliver more bytes within the same delay budget.
Potential Enhancements
In [2], results are shown that explain the increase in XR performance when the traffic pattern of different UEs are staggered in an equally spaced manner as compared to synchronized arrivals across UEs, as shown in Figure 11. Mechanisms that enable such staggering of user traffic patterns can improve capacity. While the RAN may be aware of such traffic offset alignment, the staggering may need to be enforced at the source of the traffic. This may require mechanisms for the RAN to interface with the application server for this purpose.
Observation 20: Appropriate staggering across UEs within one cell could increase XR capacity.
[image: ]
[bookmark: _Ref68527936]Figure 11: RAN Aware Traffic Generation

Interference Coordination
Issue
XR applications have a tight delay budget constraint and many use-cases also require high throughput. Moreover, the traffic model is bursty. This combination of requirements and scenarios presents a challenge for link adaptation. 
The fluctuating inter-cell interference may result in incorrect prediction of SINR and as a result, the selection of appropriate MCS may be challenging. These effects are more pronounced in massive MIMO systems that enable narrow beamforming, whereby in addition to traffic-related fluctuations, there may be additional interference fluctuations resulting from beamforming changes in neighbor cells. Channel-state-feedback-based approaches may be inadequate due to the processing delays involved, especially when the delay-budget is tight.
[image: ]
Figure 12: Inter-cell interference can significantly impact XR performance

Potential Enhancements
The performance of XR users may be improved through coordination among gNBs to reduce inter-cell interference at the XR UEs. 
In [2], we present example results for how inter-cell interference coordination may help improve XR user experience by increasing the proportion of packets that can be delivered successfully within the delay budget. In this simulation study, pairs of UEs associated to adjacent cells were identified such that when the serving cell of the first UE beamforms towards that UE, the second UE experiences high interference. Next, such pairs of UEs were assigned orthogonal time-frequency resources to avoid interference. 
Enhancements that enable such coordination can be studied.
Observation 21: Inter-cell interference coordination among different gNBs could increase XR capacity.

Enhancements for Mobility
Extension of DAPS HO  
Release-16 DAPS HO features were developed mostly for FR1 scenarios and therefore need extensions to effectively support XR traffic over FR2. Examples of these extensions include: 
· Support for beam management, Spatial Division multiplexing and TCI/QCL prioritization during collision.
· Support for CA or multi-TRP features at HO without the need for explicit activation.  
· These features are currently first deactivated on the source cell and then activated after DAPs HO is completed. This could lead to significant latency increase during HO. To minimize the disruption to XR service during DAPs HO, the ability to handover multiple carriers or multiple TRP links needs to be supported. 
Observation 22: DAPS HO can be leveraged for mobility support of XR traffic, however, FR2 extensions are required.
For FR1, UE during DAPS HO, can support only up to one CC and one TRP in source cell and target cell even when the UE has a capability of supporting multiple CCs. This can be improved by supporting CA and mTRP features during DAPS HO.
Observation 23: For FR1, the support of CA and mTRP in source cell during DAPS HO is required.
Conclusion
XR is an application of which user experience highly depends on end-to-end latency and bit rate supported. Accordingly, it has challenging performance requirements in terms of these metrics, which could be met when 5G network components from UE to core network, and edge server are all optimized together and work in harmony. In this paper, we have identified potential enhancements for system wide optimization, i.e., not only for RAN side but also for network side to better support XR. We conclude with following observations.
Observation 1: There is tempo mismatch issue between periodic XR DL traffic and R15/16 CDRX configuration. This would lead to XR capacity loss due to larger latency and/or larger UE power consumption to keep the same latency performance.
Observation 2: There is larger cycle which is aligned with XR DL traffic period. Within the period, some of CDRX start offset(s) could be adjusted to address mismatch between DL traffic arrival timing(s) and On-duration start point(s).
Observation 3: Early DL traffic arrival increases latency and affects capacity/XR user experience negatively.
Observation 4: Late DL traffic arrival increases UE power consumption due to increased number of unnecessary PDCCH monitoring.
Observation 5: For low latency operation, dense WUS monitoring occasion is required and modem needs to wake up as quickly as possible after the low power WUS is indicated. 
Observation 6: For lower power operation, WUS needs to be monitored with very low power, e.g., using simple time domain correlation and energy detection.
Observation 7: The current R17 L1-based signaling for UE power saving could be useful for XR UE power saving.
Observation 8: Absence of alignment between DL and UL activity could increase UE power consumption.
Observation 9: To achieve DL and UL alignment for XR, SR, CG, and DG-based PUSCH may need enhancements to better support XR traffic pattern, e.g., periodicity, UL activity restriction, timer behavior triggered by UL activity.
Observations 10: Frequent uplink traffic with XR and Cloud Gaming prevents the UE from going into sleep and taking advantage of any possible power savings from gaps between the less frequent downlink traffic. 
Observations 11: Power savings can be realized if we introduce an uplink-only state with transitions to and from the state based on DCI or based on duty-cycles determined by the cadence of downlink traffic. 
Observation 12: UE can help network for UL resource allocation by UL traffic pattern indication using UAI.
Observation 13: SPS/CG optimizations can free up more resources for XR traffic leading to increase in DL/UL capacity and also UE power saving benefits. 
Observation 14: Using positioning or mobility information derived from the XR application packets, the UE may trigger beam management and measurement configuration updates at the gNB. This may lead to improved XR performance.
Observation 15: Delay-aware scheduling could increase XR capacity.
Observation 16: For XR traffic support, Network Coding in the RAN protocol stack could provide performance benefits – smaller delays, smaller packet loss rate, larger capacity – compared to the baseline HARQ/PDCP duplication schemes
Observations 17: 5G QoS parameters (e.g, PDB, PER) are specified in terms of IP packets, but XR and Cloud Gaming applications consume data at a minimum granularity level of “Application Data Unit” (ADU), where an ADU can consist of multiple IP packets.
Observations 18: 5G System Capacity can benefit if ADU delay budget (ADB), ADU error rate (AER) and ADU content policy (ACP) can be specified. ADB, AER, ACP can be specified towards a 5G system if it is aware of ADUs. 
Observations 19: 5G System can benefit from an awareness of the end of a burst that can contain multiple ADUs, using that information to send UEs to sleep without the need for an inactivity timer.
Observation 20: Appropriate staggering across UEs within one cell could increase XR capacity.
Observation 21: Inter-cell interference coordination among different gNBs could increase XR capacity.
Observation 22: DAPS HO can be leveraged for mobility support of XR traffic, however, FR2 extensions are required.
Observation 23: For FR1, the support of CA and mTRP in source cell during DAPS HO is required.
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