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This contribution is an update of R1-2103130 with Section 3.

At RAN1 #104-e, a number of agreements were reached concerning the evaluation methodology for XT study, in this contribution we provide initial evaluation on XR.
Modeling of multiple flows

From SA4’s LS [3][4][5], the following are assumed for XR traffic in the evaluation, other evaluation parameters can be found in Appendix: 
Traffic models for DL
· Video stream: 
· Packet size follows a truncated Gaussian distribution:
· mean packet size at 30/(arrival rate) Mbits 
· normalized standard deviation: 0.3
· normalized maximum packet size: 3.6
· normalized minimum packet size: 0
· Arrival rate: 60 Hz
· Arrival offset: randomized
· Air interface delay budget: 10 ms
· Data/audio stream:
· Fixed packet size: 1/(arrival rate) Mbits
· Arrival rate: 100 Hz
· Air interface delay budget: 30 ms


Traffic models for UL
· Video stream: 
· Packet size follows a truncated Gaussian distribution:
· mean packet size at 30/(arrival rate) Mbits, 
· normalized standard deviation: 0.3
· normalized maximum packet size: 3.6
· normalized minimum packet size: 0
· Arrival rate: 60 Hz
· Arrival offset: randomized
· Air interface delay budget: 10 ms
· Data/audio stream:
· Fixed packet size: 1/(arrival rate) Mbits
· Arrival rate: 100 Hz
· Air interface delay budget: 30 ms
· Pose/control stream:
· Fixed packet size: 800 bits
· Arrival rate: 200 Hz
· Air interface delay budget: 5 ms



To model multi-flows of XR traffic, we have considered two approaches.

Approach 1
· one actual UE is duplicated into multiple virtual UEs (e.g. twin 1, twin 2). 
· Twin 1 and twin 2 are located on the same physical location, and share the same large scale & small-scale channel parameters, and also the same random seeds (e.g.  for polarization modeling), and each virtual UE is associated a single flow.
· e.g. UE 1 —> UE 1A and UE 1B, UE 1A is associated with a video stream with a delay bound and PER requirement, UE 1B is associated with a data/video stream with a separate delay bound and PER requirement.
· To avoid simultaneous Tx to the same UE or simultaneous Tx from the same UE, arbitration is applied to UE 1A and UE 1B, so at a given slot, only one of them is scheduled.
· As long as delay budget is available a packet in a data flow, retransmission will continue. If the delay budget is exceeded, then retransmission stops.
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Figure 1 Approach 1 (Twin UEs)

In Figure 2, it shows each PDSCH contains data with a single data flow.
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Figure 2 Mapping from traffic flows to respective PDSCHs (Approach 1)
Approach 2

In Approach 2, multiple data flows can be mapped to the same PDSCH or PUSCH, as shown in Figure 3. In contrast to Approach 1, we don’t need to duplicate UE modeling parameters to create virtual UEs, instead some book-keeping is needed to track the transmission and delay budget for each packet in a PDSCH/PUSCH:
· If multiple packets are mapped to the same PDSCH/PUSCH, as long as one packet’s delay budget is not exceeded, retransmission can continue. If the delay budget for every packet in a PDSCH/PUSCH is exceeded, then retransmission stops.
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Figure 3 Mapping multiple SDUs with different data flows to PDSCH (Approach 2)

We have
Observation: multiple flow traffic can be modelled with different approaches.

Satisfactory UEs
Since for both DL and uplink, there can be multiple data flows, we define a UE is satisfied in DL traffic if packets for each DL data flows are received with at least X% success rate and a UE is satisfied in UL traffic if packets for each UL data flows are received with at least X% success rate.

To evaluate traffic models considered in RAN1 #104-e, we consider 3 traffic models for DL:




	
	Video stream
	Audio/data stream
	Note

	Model 1
	Yes
	Yes
	Packets with the video stream and packet with the audio/data stream arrive independently, and they can be transmitted independently.

	Model 2
	Yes 
	Yes
	Packets with the video stream and packet with the audio/data stream arrive independently, and any packet with the data/audio stream is transmitted always with a packet with the video stream

	Model 3
	Yes
	No
	Only the video stream is modelled.



For both Model 1 and Model 2, there are two data flows with DL:
Video stream and audio/data stream. With Model 1, those two flows are modelled separately, and a packet with the audio/data stream can be scheduled right at its arrival at the gNB.  With Model 1, even though there are 2 separate data flows, the transmission of a packet with the audio/data stream always piggybacks on the transmission of a packet of the video stream. By comparing the simulation results, we would like to see whether merging the audio/data stream and the video stream is feasible or not for DL traffic modeling. 

we consider 3 traffic models for UL:




	
	Video stream
	Audio/data stream
	Control/pose stream
	Note

	Model 1
	Yes
	Yes
	Yes
	Packets with the video stream and packet with the audio/data stream arrive independently, and they can be transmitted independently.

	Model 2
	Yes 
	Yes
	Yes
	Packets with the video stream and packet with the audio/data stream arrive independently, and any packet with the data/audio stream is transmitted always with a packet with the video stream

	Model 3
	Yes
	No
	Yes
	



For both Model 1 and Model 2, there are three data flows with UL:
Video stream, audio/data stream and control/pose stream. With Model 1, the video stream and the audio/data stream are modelled separately, and a packet with the audio/data stream can be transmitted right away at its arrival at the UE.  With Model 2, the transmission of a packet with the audio/data stream always piggybacks on the transmission of a packet of the video stream. By comparing the simulation results, we would like to see whether merging the audio/data stream and the video stream is feasible or not for UL traffic modeling. 

For all the streams, X=95% is used, e.g. for a UE with 3 streams in UL, then the error rate for each from video, audio/data, pose/control streams should be less than 5% to designate the UE as “satisfied”.



Evaluation results
DL results
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Figure 4 DL: 21 & 42 UEs
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Figure 5 DL: 63 UEs
Due to the piggyback transmission of audio/data packet over transmission for video packet in Model 2, there is a visible difference between the latency distribution of audio/data stream with Model 2 and that with Model 1. 

There is a visible difference between the latency distribution of the video stream with Model 2 and that with Model 1. From checking the MCS allocation with the simulation with Model 1 and Model 2, it is found that the chosen MCS tends to fluctuate more for Model 1 than for Model 2, which can be attributed to more flows at play in Model 1 than in Model 2.  

It is also apparent the latency distribution for the video stream in Model 2 is quite close to that in Model 3. Hence we conclude even though a single stream model (i.e. Model 3) can give a fairly good approximation of the video stream behavior in Model 2, there is a difference between model 2 and model 3 in terms of satisfied ratio with 63 UEs. Using a single stream only for DL traffic modeling does not fully reveal the complex interaction between different flows. 

	 
	Model 1
	Model 2
	Model 3

	21 UEs
	0.95
	1.00
	1

	42 UEs
	0.83
	0.90
	0.90

	63 UEs
	0.56
	0.68
	0.81


Table 3 DL satisfied ratio

We have 

Observation: modeling of the data/audio stream reveals complex interaction between different flows. 

UL results
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Figure 7 UL: 21 & 42 UEs
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Figure 8 UL: 63 UEs
For uplink, the same observation on the video stream and data/audio stream as for downlink can be made.  Due to a smaller portion of resource is dedicated to uplink from the DL/UL split with “DDDUU”, also lower spectral efficiency for UL than for DL,  and stringent latency requirement, etc., none of the UEs is satisfied.

We have 

Observation: modeling of the data/audio stream reveals complex interaction between different flows. 

Proposal 1: the data/audio stream is included in multiple stream study in DL.
Proposal 2: the data/audio stream is included in multiple stream study in UL.
[bookmark: _Toc54284050]Conclusion
In this contribution we provide initial evaluation on XR. We have
Observation: modeling of the data/audio stream reveals complex interaction between different flows. 

Proposal 1: the data/audio stream is included in multiple stream study in DL.
Proposal 2: the data/audio stream is included in multiple stream study in UL.
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Appendix – simulation assumptions
	
Simulation configuration
	Value

	
	Dense urban FR1

	Layout 
	21 cells 
ISD: 200m 

	Carrier frequency 
	FR1: 4 GHz 

	Subcarrier spacing 
	FR1: 30 kHz 

	TDD split
	DDDUU

	BS noise figure 
	FR1: 5 dB

	UE noise figure 
	FR1: 9 dB  

	UE receiver 
	MMSE-IRC 

	Channel estimation 
	Realistic  

	UE speed 
	3 km/h 

	MCS 
	Up to 256QAM 

	BS Antenna parameters 
	Option 2: 32 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,2,2,1,1,8,2)


	UE antenna parameters
	4 antennas

	BS Tx Power 
	FR1: 44dBm per 20 MHz 

	UE Tx Power 
	FR1: 23 dBm

	System bandwidth 
	100 MHz 

	Transmission Scheme 
	rank adaptation

	Scheduler 
	SU-MIMO PF Scheduler


	CSI acquisition 
	Type I single panel codebook

	UL power control
	Alpha =0.6, Po = -75 dBm

	PHY Processing delay 
	UE PDSCH/PUSCH processing capability #1 
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