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Introduction
A Study Item on XR evaluations for NR has been approved in RAN meeting #88e [1] with the following objectives:  
1. Confirm XR and Cloud Gaming applications of interest
2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 
The following applications are to be considered as starting points for this study: 
· VR1: “Viewport dependent streaming”
· VR2: “Split Rendering: Viewport rendering with Time Warp in device”
· AR1: “XR Distributed Computing”
· AR2: “XR Conversational”
· CG: Cloud Gaming
Note: Use cases in quotes are from TR26.928.
The following traffic parameters for the different applications are to be considered as starting point for the study:
Traffic characteristics:
· UL and DL File Size distribution (e.g., Pareto with given parameters)
· UL and DL File arrival time distribution (e.g., Periodic every 1/60 seconds)
Traffic requirements: 
· Round-trip-time or UL and DL one-way Packet delay budget (PDB)
· UL and DL Packet error rate (PER)
The objective of this study item are as follows:
Note 1: eURLLC SI/WI work relevant to XR should be taken into consideration.
Note 2: Traffic model for the performance evaluation shall be based on the standardization in SA WG4 
In this contribution, we discuss XR traffic model characteristics.
XR Traffic Model
Extended reality applications of interest can be broadly divided into three application categories: enterprise applications, consumer applications and mission critical applications. These broad categories involve, among others, all five rendering and media architecture applications detailed in TR26.928 and selected to be the focus of this SI.
· VR1: “Viewport dependent streaming”
· VR2: “Split Rendering: Viewport rendering with Time Warp in device”
· AR1: “XR Distributed Computing”
· AR2: “XR Conversational”
· CG: Cloud Gaming

Enterprise applications such as industrial automation, factory management and maintenance and remote training encompass XR use cases such as XR multimedia streaming, XR conversational, XR cloud gaming, AR guided assistance at remote locations, AR animated avatar calls, shared spatial data, etc. 

Similarly, first responders can benefit from XR applications in mission critical situations, such as firefighters responding to a fire emergency using AR guided assistance and shared spatial data to locate shutoff valves or victims at burning buildings. Similarly, a police team member can benefit from XR conversational technology and viewport-dependent streaming to locate and collaborate with other first responders.  

Among the XR consumer applications such as shopping and retail experiences, immersive stadium experiences, AR animated avatar calls, use cases requiring XR multimedia streaming, spatial audio multiparty calls Realtime XR sharing, etc. are ubiquitous.

Applying XR media characteristics to an existing FTP traffic model is not sufficient and both variable file size and fixed inter-arrival times should be considered to generate the traffic used in the SI. 
As a result, the following agreements were made for the DL XR traffic model in RAN1#104-e:
Agreements: RAN1 adopts a parameterized statistical traffic model for evaluation of XR and CG, and KPI with details as shown below (RAN1 strives to agree on the remaining details during RAN1 #104e, based on SA4 input):
· There are M1 and M2 streams in DL and UL respectively
· At least adopt the case where M1=1 & M2=1
· FFS the values of M1 and M2, including the possibility of being application-dependent
· DL 
· Bitrate for video streaming
· VR/AR: [60 Mbps (mandatory), 30 Mbps (optional)]
· CG: [30 Mbps (mandatory), 45 Mbps (optional)]
· FFS: other optional values 
· Air interface Packet Delay budget (PDB) 
· Air interface delay is measured from the point when a packet arrives at gNB to the point when it is successfully delivered to UE
· Air interface PDB for video streaming
· VR/AR: [10ms (mandatory), 20ms (optional)]
· CG: [15ms (mandatory), 30ms (optional)]
· FFS: other optional values 
· FFS: Frame-level/IP packet-level modeling for packet arrival, latency measure, etc. 
· FFS: Packet size, including the possibility of varying packet sizes
· FFS: Packet Inter arrival time including the possibility of modeling jitter 
Agreements
· Statistical traffic model for a single DL video stream for a single UE
· The statistical traffic model for a single UE for a single DL video stream in Figure 1 is adopted, where a packet is assumed to represent multiple IP packets corresponding to a single video frame for modelling/evaluation purposes, e.g., traffic arrival, packet size, evaluation of latency and reliability. 
· Frame per second (fps) for DL video stream for a single UE
· 60 fps (baseline)
· 120 fps (optional)
· Other values, e.g., 30, 90 fps can be also optionally evaluated. 
· Average data rate for DL video stream:
· VR/AR: 30, 45 Mbps @60fps (baseline) 
· 30, 60 Mbps @60fps (optional)
· Note: this is the aggregated data rate when applicable
· CG: 8, 30 Mbps @60fps (baseline)
· 8, 45 Mbps @60fps (optional)
· Other values (in combination with fps) can be also optionally evaluated. 
· Truncated Gaussian distribution is used for the packet size distribution of video stream for AR/VR/CG.
· Other distribution is not precluded.
· (Working assumption) Parameters of Truncated Gaussian distribution for Packet size (note: these parameter values are those before the truncation) 
· Mean: Derived from average data rate and fps as follows. 
· (average data rate) / (fps for video stream, i.e., # packets per second in our statistical model) / 8 [bytes]
· STD
· TBD
· Max packet size
· TBD
· Min packet size
· TBD
· FFS whether or not to use this parameter
· DL traffic model: video stream 
· (Working assumption) Parameters of Truncated Gaussian distribution for Packet size (note: these parameter values are those before the truncation)
· Mean: Derived from average data rate and fps as follows. 
· (average data rate) / (fps for video stream, i.e., # packets per second in our statistical model) / 8 [bytes]
· STD 
· [15% of Mean packet size derived above]
· Note: The above value is an example for further investigation, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
· Max packet size 
· [1.5 x Mean packet size derived above]
· Note: The above value is an example for further investigation, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
· Min packet size 
· TBD
· FFS whether or not to use this parameter
· Note: This is to be revisited potentially with more inputs from companies in RAN1#104-bis-e.

In addition, during RAN1#104-e the following was agreed for the UL traffic model and QoS parameters:
Working assumption: On UL Traffic model and QoS parameters
· CG/VR: single stream (pose/control)
· Traffic model for Pose/control 
· Periodic: 4ms (no jitter) 
· Other values can be optionally evaluated. 
· Fixed: 100 bytes (SA4 input)
· PDB: 10 ms
· AR 
· FFS 

From the agreements it is clear that one key aspect of the XR DL video stream model is the variable size of individual packets which follow a Truncated Gaussian distribution derived from the average data rate and fps which can be changed depending on the application. 
The XR UL Traffic model focuses on pose/control data sent from the device with small packets of a fixed size, but sent very frequently. However, in practice, the XR application/user experience may be comprised of multiple data flows for both DL and UL within a single UE and it is important to understand from a system perspective and from an individual user perspective the potential impact on performance requirements. This issue was left open in RAN1#104-e:

Agreements: On evaluation of multiple streams/flows:
· FFS the following in RAN1#104-bis-e 
· Whether/how to model and evaluate I-frame and P-frame for both DL and UL, e.g., separate definition of fps, packet size, QoS requirements (e.g., PER, PDB), etc.
· Whether/how to separately model and evaluate two streams of video and audio/data for both DL and UL
· Whether/how to model and evaluate FOV (high-resolution) and non-FOV (lower-resolution omnidirectional) streams, e.g., separate definition of fps, packet size, QoS requirements (e.g., PER, PDB), etc

In order to provide insight into intra-user performance, especially for XR applications, it is important to model the flows simultaneously for both DL and UL. While different variations of traffic models can be envisioned, we believe it can be straightforward to extend the number of streams to two for both DL and UL to capture both video and supplemental data (e.g. audio/control). In this case the DL and UL video streams may have the same or different fps/packet size, and QoS requirements, but still be based on the Truncated Gaussian model. In case of the secondary data stream a fixed packet size/arrival rate is preferred, rather than one based on the FTP model for the reasons given earlier in the contribution. The detailed parameters can be further refined based on whether the application is AR/VR/CG.
Proposal 1: In addition to M1=1 and M2=1 streams, support M1=2 and M2=2, where in both the DL and UL a user has one video stream based on a Truncated Gaussian packet size distribution and one data/control stream based on a fixed packet size and inter-arrival time.

Also, given the unique DL and UL traffic models for XR, it is important to consider that in practical deployments, a given carrier is not likely to be exclusively reserved for UEs with XR traffic, but will need to share the resource with other users which may have very different traffic characteristics such as eMBB as shown in Figure 1. In this case, a certain % of users in the system should not have XR traffic, but have the generic FTP Model 3 traffic used in other NR evaluations. Figure 1 shows the significant impact on overall system capacity and even per-UE performance in case of a 50/50 split between XR and eMBB users compared to a 100% XR scenario. 
[image: ]
Figure 1. Comparison of 100% XR Traffic vs. 50/50 eMBB/XR traffic split

Although not shown, it is expected that a similar comparison should also be made for the UL, and may in fact be even more critical given the very tight PDB for the UL XR traffic model. While it is important to understand XR performance in isolation as a baseline, some evaluations with mixed traffic should be included in the study item to help assess the relative impact of different XR performance requirements may have on network and overall system capacity.
Proposal 2: For both DL and UL consider mixed traffic scenarios with different ratios of UEs with XR and eMBB traffic (e.g. based on FTP Model 3).

Conclusion
In this contribution, we discussed the XR traffic modeling characteristics. We made the following proposals:
Proposal 1: In addition to M1=1 and M2=1 streams, support M1=2 and M2=2, where in both the DL and UL a user has one video stream based on a Truncated Gaussian packet size distribution and one data/control stream based on a fixed packet size and inter-arrival time.
Proposal 2: For both DL and UL consider mixed traffic scenarios with different ratios of UEs with XR and eMBB traffic (e.g. based on FTP Model 3).
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