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[bookmark: _Ref513464071]Introduction
[bookmark: _Hlk54270378]In RAN1# 104-e, the following agreements were made [1]:
	Agreements
· There are M1 and M2 streams in DL and UL respectively
· At least adopt the case where M1=1 & M2=1
· FFS the values of M1 and M2, including the possibility of being application-dependent

· Per UE KPI
· Baseline: A UE is declared a satisfied UE if more than X (%) of packets are successfully transmitted within a given air interface PDB. The exact value of X is FFS.
· FFS: In addition to the baseline, the following additional method is FFS
· When determining a XR/CG user is satisfied or not, the following factors are considered. FFS how to use those factors.  
· Packet loss information
· Packet delay information
· Some XR/CG source related information if they can be available within RAN, e.g. the mapping between packet and slices or frames and the packet importance
· Multiple data streams traffic model
· FFS if there are multiple streams (if adopted)

· UE power consumption (i.e., power saving gain of the evaluated scheme) for XR is evaluated in conjunction with impact on latency, user experience, and capacity.  In this regard, the following table is used to collect results for system level simulation from companies as a starting point. 
· FFS all UEs or only satisfied UEs are included for obtaining the PS gain
Table 1 Evaluation of UE power saving schemes for e.g., {dense urban, AR, FR1}
	Power Saving Scheme
	Power Saving Gain (PSG) compared to Case 1
	#satisfied UEs per cell2 / #UEs per cell3

	
	Baseline
	Optional
	

	
	Mean PS gain
	PS gain of 5%-tile UE in PSG CDF1
	PS gain of 50%-tile UE in PSG CDF1
	PS gain of 95%-tile UE in PSG CDF1
	

	Case 1
	-
	-
	-
	-
	K1 / N

	Case 2
	X1 %
	Y1 %
	Z1 %
	U1%
	K2/ N

	Case X
	X2 %
	Y2 %
	Z2 %
	U2%
	K3 / N

	 
	 
	 
	 
	 
	 





In this contribution, by considering the assumptions for XR traffic and XR devices identified in SA4 TR XR in 5G 26.928 [3] and 5GSTAR TR 26.998 [4] as well as the agreements made during #104-e meeting, we discuss the potential enhancements related to coverage, capacity, power consumption, support for sidelink and positioning that can be considered for supporting the XR applications/use cases.
Discussion
2.1. Enhancements for Coverage and Service Continuity
From the description in SID [2] and SA4 TR 26.928 [3], it is apparent that several traffic requirements for XR are shared with those for eMBB (e.g., high data rates) and URLLC (e.g., high reliability and low latency). As such, the assumptions related to coverage and service continuity applied for eMBB and URLLC can also be used as baseline for identifying the gaps for further enhancements. For VR use cases, the data rate requirement estimated per-user in good coverage deployment scenarios range between 0.1 to 1 Gbps. In this regard, small cells/indoor hotspot deployment and FR2 can be considered for supporting continuous and stable high data rates for VR. However, given the susceptibility to blockages for FR2 links and the consequent loss in coverage, other enhancements to improve the robustness of the links should be considered for XR.  
Observation 1: A key challenge for supporting continuous and stable high data rates for XR use cases is addressing issues related to link robustness, especially in FR2 deployments.
AR usage is expected to be prevalent with users on the move. Minimizing service interruption and/or degradation during mobility events is crucial to maintaining QoE. While the resulting degradation triggered by moving between TRPs belonging to different cells is typically acceptable in the case of eMBB, the more stringent reliability and bounded latency requirements of XR services require the enhancements of some Rel-16 solutions. In addition, mobility improvements for XR UEs using Edge Computing services (e.g. for spit rendering) and connectivity to Edge Applications need to be addressed.
Observation 2: For AR use cases using split rendering architecture, a major challenge to overcome is maintaining high data rates and low latency during mobility and existing solutions may be inadequate.  
Examples of Rel-16 mobility enhancements include 2-step RACH and DAPS, which reduce service interruption during handover. The existing techniques have some restrictions when used in FR2, and  are not suitable for XR traffic which will likely require maintaining FR2 links consistently between the UE and network node in a radio environment highly susceptible to radio link blockage.  Also, existing solutions that typically rely on either multi-connectivity or time-repetition may be spectrally inefficient and sub-optimal in the case of XR services. It is possible that some visual sensing and image processing capabilities in XR devices could be leveraged to enhance connectivity maintenance during mobility. In these scenarios, preemptive/predictive mechanisms for indicating detection and measurements to lower layers in UE and RAN can be considered to minimize any service interruption events.
[bookmark: _Hlk61611702]Proposal 1: 	For ensuring coverage and service continuity, RAN enhancements that leverage the XR device capabilities (e.g. sensors, cameras) and proactive mechanisms for preventing coverage loss should be studied.
2.2. Enhancements for Capacity 
Achieving high capacity, including supporting multiple flows in UL and DL, is a key challenge when it comes to wide deployment and adoption of XR and Cloud Gaming use cases. Given the similarities between XR and URLLC traffic requirements, the evaluation methodology applied for determining the capacity of URLLC (TR 38.824), defined as the maximum offered cell load under which Y% (e.g. 95%) of URLLC UEs in a cell with target link reliability R under latency bound L, can be used as a starting point for capacity evaluations for XR. 
In addition, the enhancement considered for improving capacity of eMBB and URLLC UEs, including the use of massive MIMO/M-TRP and/or FR2, can also be considered for XR. However, depending on XR device form factor (e.g. VR headset or AR glasses), supported antenna configurations, device architectures (e.g. varying degrees of split computing and/or rendering supported depending on device type) as well as XR traffic load per UE (i.e. with multiple UL/DL flows), the number of XR UEs that can be supported per cell may still be limited compared to eMBB/URLLC deployment scenario.
Observation 3: The XR device form factor and architecture configurations in combination with the XR traffic load (over multiple UL/DL flows) may limit the capacity achievable per cell.
Other RAN enhancements include allowing interaction between RAN and higher layers to support RAN awareness of UE viewport and pose information for more efficient spatial multiplexing, beam tracking and beam switching
Proposal 2: 	For improving capacity, enhancements to enable RAN awareness of higher layer attributes (e.g. UE viewport orientation, pose) for assisting with RAN functions/procedures (e.g. beam tracking, beam switching) should be studied.
2.3. Power Consumption Enhancements for XR
Given the quasi-periodic nature of XR traffic (e.g. high inter-packet arrival rate) in DL and UL for transmitting video/media and pose information, the opportunities for operating in low power mode (e.g. idle/inactive modes) or prolonged sleep DRX cycles are minimal.  
For wearable XR devices, the battery capacity can be limited due to form factor restrictions. For VR using standalone device, the internal processing for rendering and ATW pose correction upon receiving the video/media in DL is expected to consume most of available battery capacity. In split rendering architecture used for AR and certain VR applications, the power consumption for internal processing is traded off for supporting higher communication due to transmission of video in UL and reception of pre-rendered video/media in DL. 
Observation 4: For AR/VR applications using split rendering architecture, the power consumption for UL/DL communication can be higher than for internal processing 
Current AR device categorization in SA4 TR 26.998 on 5G glasses broadly divide them into three types: Standalone, Edge-dependent and Wirelessly tethered. Due to the amount of processing required, standalone devices are likely to require a higher power consumption compared to other device types. Depending on the XR application, certain functions or interfaces in the device functional structures/blocks can be dynamically powered on/off. This application dependent selection enabled by tethering between the XR device and UE would alleviate power consumption requirements of the XR device by offloading some processing to the UE. Conversely, the requirement for supporting higher communications on the sidelink for carrying the XR traffic may reverse some of the power saving gains needed to prolong device usage. 
Observation 5: For wirelessly tethered XR devices, power consumption for supporting sidelink communication may be higher than power savings achievable from offloading processing to tethered UE.
Overall, the solutions from Rel-16 (TR 38.840), such as BWP-based power reduction from reduced DCI monitoring and dormant SCells can be considered as baseline. However, existing solutions may be incompatible for supporting high number of XR UEs per cell requiring high throughput and satisfaction rate (e.g. ≥ 95%), hence justifying the need for enhancements tailored to different device configurations. 
Observation 6: Power consumption considerations need to be addressed in conjunction with device form factor/architecture considerations.
Proposal 3: 	For power savings, mechanisms considering XR traffic (e.g. XR traffic aware scheduling) and dynamic offloading (e.g. split/non-split model at UE and network) should be studied.
2.4. Sidelink Enhancements for XR 
Depending on terminal device configuration, the functions used in XR (e.g. tracking, sensing, processing, display) may exist exclusively in different physical entities or may be duplicated between the different entities (e.g. glasses, UE, external cameras, sensors). In these scenarios, connecting the AR device directly with the other devices/entities in proximity via NR sidelink interfaces is expected to be more effective than indirectly connecting via Uu interface.
Network rendering for XR services would require an end-to-end latency (including network rendering, encoding, delivery and decoding) of 20ms to meet the immersive limits while using higher bitrates due to low latency encoding. It may not be practical for Uu-based communication to consistently achieve such low latencies at very high bitrates (e.g. 1 Gbps and higher). However, sidelink-based based communication can be used as an alternative to Uu based communication and to meet end-to-end latency. By making use of the processing capabilities of the tethered smartphone through the sidelink interface, the AR glasses can be kept at significantly lower weight, longer battery life and still support a significant amount of local media and AR/MR processing.
[bookmark: _Hlk68429950]Observation 7: For supporting XR traffic stringent latency requirements at high bitrates, 5G sidelink interface is expected to be more effective for connecting different entities (e.g. smart glasses, UE, external sensors).
In this regard, the Rel-16 NR sidelink (SL) along with Rel-17 NR SL relays may be considered as a baseline for supporting sidelink-based tethering for XR. For example, NR SL can be used as the wireless interface between XR device and UE for supporting high data rate and low latency transmissions. Further enhancements that may be considered for NR SL and NR SL relaying include the use of relay UE assisted scheduling for the XR device (e.g. Mode 2 b/d) for fast SL resource allocation. For more advanced XR applications, such as haptics, supporting robust and seamless connectivity between multiple devices require distributed control plane. 
Proposal 4: 	For XR applications using wireless tethering, the enhancements to NR SL and NR SL relaying for handling XR traffic (e.g. eMBB + URLLC) between functions located in different devices should be studied.
2.5. Positioning Enhancements for XR 
The different XR applications and use cases considered in the SID [2] and the SA4 TR [3] require UE positioning information (e.g. user viewport and pose) for determining the video or media to be streamed and rendered in the XR device. The SA4 TR on AR/MR 5G Glasses [4] identified different tracking modes to be supported including eye, hand, 6DoF tracking for SLAM, pose detection and media generation. The type of the UE positioning information that can be transmitted, including UE location (i.e. geographic coordinates), viewport orientation, and other pose information (e.g. 6DoF), varies depending on the XR application and the capability of the XR device. 
In the existing XR applications, the UE positioning information is typically determined using RAT-independent positioning methods including GNSS and internal sensors. The determined positioning information is used in the device (e.g. for pose correction in UE-based positioning) or sent in UL as high layer/application traffic flow, transparent to access stratum and RAN. While the use of existing RAT-independent positioning methods may be adequate for certain simple XR applications, the accuracy and latency achievable for positioning (e.g. < 3m and >1s) may not be sufficient, especially for AR applications where the overlay of virtual content onto the real world requires precise low-latency positioning.   
Observation 8: The accuracy and latency achievable with existing (Rel-16) RAT-independent positioning techniques are not adequate for supporting the positioning requirements of certain XR applications.
For the considered advanced XR applications (e.g. VR2, AR2), higher precision tracking (e.g. <10 cm) of the user’s position and mobility, including the 6DoF rotational and translational movements may be necessary. Additionally, the positioning information should be determined and delivered with low latency for supporting the low motion-to-photon latency (e.g. <20ms) requirements. Considering the case for small form-factor XR devices, sidelink or network assisted positioning can be considered for further study. 
Further enhancements that may be considered for RAT-dependent positioning methods for XR may include computation of other 6DoF parameters with high accuracy, independent of the direction or location of UE. Additionally, mechanisms for supporting positioning assisted data transmission, including coordinating the transmission/reception of positioning RS/beams for assisting XR traffic in UL and DL can be considered for further enhancements. 
Proposal 5: 	Enhancements to RAT-dependent positioning methods for achieving high-accuracy and low-latency positioning for XR services should be studied.
Conclusion
In the previous sections we made the following observations: 
Observation 1: A key challenge for supporting continuous and stable high data rates for XR use cases is addressing issues related to link robustness, especially in FR2 deployments
Observation 2: For AR use cases using split rendering architecture, a major challenge to overcome is maintaining high data rates and low latency during mobility and existing solutions may be inadequate.  
Observation 3: The XR device form factor and architecture configurations in combination with the XR traffic load (over multiple UL/DL flows) may limit the capacity achievable per cell
Observation 4: For AR/VR applications using split rendering architecture, the power consumption for UL/DL communication can be higher than for internal processing 
Observation 5: For wirelessly tethered XR devices, power consumption for supporting sidelink communication may be higher than power savings achievable from offloading processing to tethered UE.
Observation 6: Power consumption considerations need to be addressed in conjunction with device form factor/architecture considerations.
Observation 7: For supporting XR traffic stringent latency requirements at high bitrates, 5G sidelink interface is expected to be more effective for connecting different entities (e.g. smart glasses, UE, external sensors)
Observation 8: The accuracy and latency achievable with existing (Rel-16) RAT-independent positioning techniques are not adequate for supporting the positioning requirements of certain XR applications  
The following are the conclusions made in this contribution:
Proposal 1: 	For ensuring coverage and service continuity, RAN enhancements that leverage the XR device capabilities (e.g. sensors, cameras) and proactive mechanisms for preventing coverage loss should be studied
Proposal 2: 	For improving capacity, enhancements to enable RAN awareness of higher layer attributes (e.g. UE viewport orientation, pose) for assisting with RAN functions/procedures (e.g. beam tracking, beam switching) should be studied
Proposal 3: 	For power savings, mechanisms considering XR traffic (e.g. XR traffic aware scheduling) and dynamic offloading (e.g. split/non-split model at UE and network) should be studied.
Proposal 4: 	For XR applications using wireless tethering, the enhancements to NR SL and NR SL relaying for handling XR traffic (e.g. eMBB + URLLC) between functions located in different devices should be studied
Proposal 5: 	 Enhancements to RAT-dependent positioning methods for achieving high-accuracy and low-latency positioning for XR services should be studied.
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