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Introduction
Rel-17 study item on XR evaluation for NR was approved at RAN#86 meeting [1]. The objective of the study item is as follows.
	The following applications are to be considered as starting points for this study: 
· VR1: “Viewport dependent streaming”
· VR2: “Split Rendering: Viewport rendering with Time Warp in device”
· AR1: “XR Distributed Computing”
· AR2: “XR Conversational”
· CG: Cloud Gaming
Note: Use cases in quotes are from TR26.928.

The following traffic parameters for the different applications are to be considered as starting point for the study:
Traffic characteristics:
· UL and DL File Size distribution (e.g., Pareto with given parameters)
· UL and DL File arrival time distribution (e.g., Periodic every 1/60 seconds)
Traffic requirements: 
· Round-trip-time or UL and DL one-way Packet delay budget (PDB)
· UL and DL Packet error rate (PER)

The objective of this study item are as follows:

1. Confirm XR and Cloud Gaming applications of interest
2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 
 
Note 1: eURLLC SI/WI work relevant to XR should be taken into consideration.
Note 2: Traffic model for the performance evaluation shall be based on the standardization in SA WG4 



In RAN1#104e, the following selected agreements were made:

Agreements: 
RAN1 adopts a parameterized statistical traffic model for evaluation of XR and CG, and KPI with details as shown below (RAN1 strives to agree on the remaining details during RAN1 #104e, based on SA4 input):
· There are M1 and M2 streams in DL and UL respectively
· At least adopt the case where M1=1 & M2=1
· FFS the values of M1 and M2, including the possibility of being application-dependent
· Air interface Packet Delay budget (PDB) 
· Air interface delay is measured from the point when a packet arrives at gNB to the point when it is successfully delivered to UE
· Air interface PDB for video streaming
· VR/AR: [10ms (mandatory), 20ms (optional)]
· CG: [15ms (mandatory), 30ms (optional)]
· FFS: other optional values 


Working assumption: On UL Traffic model and QoS parameters
· CG/VR: single stream (pose/control)
· Traffic model for Pose/control 
· Periodic: 4ms (no jitter) 
· Other values can be optionally evaluated. 
· Fixed: 100 bytes (SA4 input)
· PDB: 10 ms
· AR
· FFS 

Agreements: On evaluation of multiple streams/flows:
· FFS the following in RAN1#104-bis-e 
· Whether/how to model and evaluate I-frame and P-frame for both DL and UL, e.g., separate definition of fps, packet size, QoS requirements (e.g., PER, PDB), etc.
· Whether/how to separately model and evaluate two streams of video and audio/data for both DL and UL
· Whether/how to model and evaluate FOV (high-resolution) and non-FOV (lower-resolution omnidirectional) streams, e.g., separate definition of fps, packet size, QoS requirements (e.g., PER, PDB), etc

In this document we provide our views on XR applications and evaluation assumptions (e.g. traffic models, deployment scenarios) by considering the progress in RAN1#104e.

Discussions

[bookmark: _Hlk68091107]Streams: The number of streams for both UL and DL are at least 1 for each direction, as agreed in RAN1#104e. The number of streams can also be application dependent and require further study. For AR2 applications which include uplink video, SA4 has communicated that there should be pose information (e.g., as similar fashion as in VR1 and VR2 applications),. In addition, it requires 2 cameras (one for normal capture of calling person and one front-facing video + depth for scene identification (e.g. SLAM) and 6DOF position), audio and data. Then in total, it would be actually 5 streams. See system design figure in clause 5.1 of S4aV200640 attached to LS R1-2101765 [5].

The front-facing camera is considered important as it enables the scene identification, assists the 6DOF positioning, and enables AR functions like correct attachment of virtual objects into the 3D scene. If simplifications are desired for initial results, we could have an option to drop the audio and data streams, since the bitrate is relatively low. That would leave pose and two camera in the UL. For the DL, it would mean video+audio+data or just video, and give in total 3 streams

Proposal 1: Support AR2 application as communicated from SA4 with 5 streams for UL and 3 for DL. If simplications are desired, we could have an option with 3 streams for UL (pose and two cameras) and 1 stream for DL (only video).

Delay budgets: Air interface PDB for DL was defined in RAN1#104e. Similarly, PDB for UL should also be defined. We consider air interface delay for uplink is measured from the point when a packet is transmitted at the UE to the point when it is successfully delivered to gNB. The air interface PDB for UL video streaming VR/AR application should also be 10 ms (i.e., the same as for DL). Latency in the UL is primarily driven by the need for an up-to-date scene identification and secondarily for the conversational quality (mouth-to-ear latency and glass-to-glass latency).

Proposal 2: Define air interface delay for uplink that is measured from the point when a packet is transmitted by the UE to the point when it is successfully delivered to gNB. FFS: the reference transmission point at the UE side (e.g. TX antenna connector, etc).

Proposal 3: Air interface PDB UL for VR/AR is 10 ms.

Simulation configurations in terms of media characteristics etc: As the outcome of RAN1#104e, we need to further study whether/how to model and evaluate I-frame and P-frame for both DL and UL, e.g., separate definition of fps, packet size, QoS requirements (e.g., PER, PDB), etc. In general, separate definitions provides an accurate model. However, it increases the modelling complexity.

I-frame and P-frame are two different kinds of frames. I-frame represents a complete image, which can be recovered without taking other frames as reference. P-frame records the changes and compared with previous frame. Therefore, they are compressed using different methods, resulting I-frame is typically larger than P-frame. Differences in (I and P) frame size should be taken into account. SA4 has defined how many P-frames that follows each I-frame, see “Intra Refresh” in S4aV200640.

In some simulation configurations that SA defined, the image is divided into slices. Hence, an I-frame for one slice is not produced at the same time as the I-frame for a different slice.

[bookmark: _Hlk68092166]The simulation configurations are described in attachments to R1-2101765 [x] and it is expected that SA4 continues to provide refinements and additional information which should be considered where possible. The documents include information about I-frames, P-frames, slices and more. These configurations, or at least a subset of them, should be used instead of defining new ones.

Proposal 4: Use the media characteristics / simulation configurations that SA4 already defined in LS R1-2101765. 

QoS classes: QoS is determined based on some parameters, such as bitrate and latency. The description in the LS [x] from SA4 contains some QoS parameters that can be used as a starting point. In terms of QoS requirements both I-frame and P-frame may have different requirements in terms of PER. However, as we have just started in evaluating XR, we can consider both I-frame and P-frame to be transported using the same bearer with its single QoS class assigned.

Observation 1: Separate modelling of I-frame and P-frame is desirable to provide accurate modelling with the cost of increasing modelling complexity.

Proposal 5: Consider the entire video stream (I-frames, P-frames etc) to be transported on a bearer with a single associated QoS class


AR2: As described in Sec.6.2.8, TR 26.928, and Sec. 5.1, S4aV200640, an XR client in AR2 need UL/DL video/audio/pose information simultaneously with an XR conference server. In this case, there will be multiple streams in AR2 UL, and those streams should be modelled via different models. For the UL video in AR2, the packets arrive from the camera to the encoder and then to the modem for UL transmission. It is suggested to account for a slight variation in encoder delay as described under "Encoding Model" in S4a200634 (attached to LS from SA4 R1-2101765), hence using a truncated gaussian distribution. No other jitter is expected. 
Proposal 6: RAN1 should set up different models for different kinds of data streams in AR2 UL.

Combination of large packets and high reliability: It has been observed that several XR applications, such as VR, AR, and CG, require a tight air interface PDB. The mandatory value is 10/20 ms. It is known that radio transmission in some scenarios/conditions (e.g. low SNR) is prone to error. Retransmission (i.e., HARQ operation) is commonly used in NR and LTE. Multiple retransmissions improve the probability of successful packet transmission with the cost of increasing the packet transmission delay. In the context of XR, we consider one retransmission would still be possible in meeting the PDB budget. However, higher number of retransmission (e.g 4 retransmissions) may not be able to meet the required PDB. 

Reliability improvements have been considered in NR by introducing URLLC transmission mechanism. However, URLLC is defined with relatively low BLER target (10^-5) and designed for small packet transmissions (e.g., sensors data). In the context of XR, we may need to have relatively large packet data and with good reliability. It may not be necessarily similar BLER target as URLLC. However, it should be better than eMBB BLER target (0.1). Therefore, we suggest RAN1 to study layer-1 aspect of large packet transmission with better reliability than eMBB and/or with low packet delay.

Proposal 7: RAN1 to study layer-1 aspects of large packet transmission with better reliability than eMBB and/or with low packet delay.

Summary
In this contribution, we have discussed our view on XR applications and evaluation assumptions. Our observation and proposals are listed below:


Proposal 1: Support AR2 application as communicated from SA4 with 5 streams for UL and 3 for DL. If simplications are desired, we could have an option with 3 streams for UL (pose and two cameras) and 1 stream for DL (only video).

Proposal 2: Define air interface delay for uplink that is measured from the point when a packet is transmitted by the UE to the point when it is successfully delivered to gNB. FFS: the reference transmission point at the UE side (e.g. TX antenna connector, etc).

Proposal 3: Air interface PDB UL for VR/AR is 10 ms.

Proposal 4: Use the media characteristics / simulation configurations that SA4 already defined in LS R1-2101765. 

Observation 1: Separate modelling of I-frame and P-frame is desirable to provide accurate modelling with the cost of increasing modelling complexity.

Proposal 5: Consider the entire video stream (I-frames, P-frames etc) to be transported on a bearer with a single associated QoS class.

Proposal 6: RAN1 should set up different models for different kinds of data streams in AR2 UL.

Proposal 7: RAN1 to study layer-1 aspects of large packet transmission with better reliability than eMBB and/or with low packet delay.
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