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Introduction
During RAN1#104-e, the following agreements were made on traffic model for XR evaluations [1].
	Agreements: RAN1 adopts a parameterized statistical traffic model for evaluation of XR and CG, and KPI with details as shown below (RAN1 strives to agree on the remaining details during RAN1 #104e, based on SA4 input):
· There are M1 and M2 streams in DL and UL respectively
· At least adopt the case where M1=1 & M2=1
· FFS the values of M1 and M2, including the possibility of being application-dependent
· DL 
· Bitrate for video streaming
· VR/AR: [60 Mbps (mandatory), 30 Mbps (optional)]
· CG: [30 Mbps (mandatory), 45 Mbps (optional)]
· FFS: other optional values 
· Air interface Packet Delay budget (PDB) 
· Air interface delay is measured from the point when a packet arrives at gNB to the point when it is successfully delivered to UE
· Air interface PDB for video streaming
· VR/AR: [10ms (mandatory), 20ms (optional)]
· CG: [15ms (mandatory), 30ms (optional)]
· FFS: other optional values 
· FFS: Frame-level/IP packet-level modeling for packet arrival, latency measure, etc. 
· FFS: Packet size, including the possibility of varying packet sizes
· FFS: Packet Inter arrival time including the possibility of modeling jitter 
· UL
· FFS: Bitrate
· FFS: Air interface Packet Delay budget (PDB)
· FFS: Frame-level/IP packet-level modeling for packet arrival, latency measure, etc. 
· FFS: Packet size
· Per UE KPI
· Baseline: A UE is declared a satisfied UE if more than X (%) of packets are successfully transmitted within a given air interface PDB. The exact value of X is FFS.
· FFS: In addition to the baseline, the following additional method is FFS
· When determining a XR/CG user is satisfied or not, the following factors are considered. FFS how to use those factors.  
· Packet loss information
· Packet delay information
· Some XR/CG source related information if they can be available within RAN, e.g. the mapping between packet and slices or frames and the packet importance
· Multiple data streams traffic model
· FFS if there are multiple streams (if adopted)
· FFS additional aspects not addressed above.
· Note 1: Companies are encouraged to provide details such as parameters (e.g., mean, STD, etc.), distributions, etc., by analyzing SA4 input, e.g., V/S/P traces
· Note 2: All FFS points above are to be further discussed in RAN1 #104e


Agreements
· Statistical traffic model for a single DL video stream for a single UE
· The statistical traffic model for a single UE for a single DL video stream in Figure 1 is adopted, where a packet is assumed to represent multiple IP packets corresponding to a single video frame for modelling/evaluation purposes, e.g., traffic arrival, packet size, evaluation of latency and reliability. 
[image: cid:image001.png@01D6FA28.D09D3D90]
· Frame per second (fps) for DL video stream for a single UE
· 60 fps (baseline)
· 120 fps (optional)
· Other values, e.g., 30, 90 fps can be also optionally evaluated. 
· Average data rate for DL video stream:
· VR/AR: 30, 45 Mbps @60fps (baseline) 
· 30, 60 Mbps @60fps (optional)
· Note: this is the aggregated data rate when applicable
· CG: 8, 30 Mbps @60fps (baseline)
· 8, 45 Mbps @60fps (optional)
· Other values (in combination with fps) can be also optionally evaluated. 
· Truncated Gaussian distribution is used for the packet size distribution of video stream for AR/VR/CG.
· Other distribution is not precluded.
· (Working assumption) Parameters of Truncated Gaussian distribution for Packet size (note: these parameter values are those before the truncation) 
· Mean: Derived from average data rate and fps as follows. 
· (average data rate) / (fps for video stream, i.e., # packets per second in our statistical model) / 8 [bytes]
· STD
· TBD
· Max packet size
· TBD
· Min packet size
· TBD
· FFS whether or not to use this parameter
· Per UE KPI 
· Baseline: A UE is declared a satisfied UE if more than X (%) of packets are successfully transmitted within a given air interface PDB. 
· The exact value of X is FFS, e.g., 99, 95 
· FFS different values for I-frame and P-frame if evaluation of them is agreed. 
· Other values can be optionally evaluated
· DL traffic model: video stream 
· (Working assumption) Parameters of Truncated Gaussian distribution for Packet size (note: these parameter values are those before the truncation)
· Mean: Derived from average data rate and fps as follows. 
· (average data rate) / (fps for video stream, i.e., # packets per second in our statistical model) / 8 [bytes]
· STD 
· [15% of Mean packet size derived above]
· Note: The above value is an example for further investigation, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
· Max packet size 
· [1.5 x Mean packet size derived above]
· Note: The above value is an example for further investigation, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
· Min packet size 
· TBD
· FFS whether or not to use this parameter
· Note: This is to be revisited potentially with more inputs from companies in RAN1#104-bis-e.
· Jitter for DL video stream for a single UE
· (Already agreed) Per the agreed statistical traffic model, arrival time of packet k is k/X[image: cid:image001.png@01D6FAF2.E1D0B770]1000 [ms] + J [ms], where X is the given fps value and J is a random variable. 
· (Newly proposed agreement) J is drawn from a truncated Gaussian distribution:
· Mean: [0]
· STD: [2 ms]
· Range: [[-4, 4]ms]
· Note: The values ensure that packet arrivals are in order (i.e., arrival time of a next packet is always larger than that of the previous packet)
· Note: The above values for mean, STD and Range are working assumption for initial simulations, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
· Air interface PDB for DL video stream 
· VR/AR: 
· 10ms 
· Other values, e.g., 5ms, 20 ms can be optionally evaluated. 
· CG: 
· 15ms
· Other values, e.g., 10ms, 30ms can be optionally evaluated. 
· FFS whether or not to have more than one mandatory value

Working assumption: On UL Traffic model and QoS parameters
· CG/VR: single stream (pose/control)
· Traffic model for Pose/control 
· Periodic: 4ms (no jitter) 
· Other values can be optionally evaluated. 
· Fixed: 100 bytes (SA4 input)
· PDB: 10 ms
· AR
· FFS 

Agreements: On evaluation of multiple streams/flows:
· FFS the following in RAN1#104-bis-e 
· Whether/how to model and evaluate I-frame and P-frame for both DL and UL, e.g., separate definition of fps, packet size, QoS requirements (e.g., PER, PDB), etc.
· Whether/how to separately model and evaluate two streams of video and audio/data for both DL and UL
· Whether/how to model and evaluate FOV (high-resolution) and non-FOV (lower-resolution omnidirectional) streams, e.g., separate definition of fps, packet size, QoS requirements (e.g., PER, PDB), etc


In this paper, we further discuss the traffic model aspects for XR evaluation. 
DL Traffic
During RAN1#104-e, an initial set of characteristic parameters including e.g. the relationship between the variance/maximum packet size w.r.t the mean of truncated Gaussian distribution is captured as working assumption. Based on the trace data for the configurations in Table 1[3], we try to provide some input in this regard as encouraged by the note in the agreement.
[bookmark: _Ref68012051]Table 1 Various Content Type from SA4 Input 


Confirmation/Examination of the vicinity between either the PDF or CDF curves of data samples and the counterparts generated using varying mean and standard deviation of truncated Gaussian distribution can well serve the purpose of finalizing the characteristic statistics in brackets. To this end, two approaches as follows could be considered.
Alt 1: The mean and variance used to generate the CDF/PDF curve could be directly determined from the raw data itself.
Alt 2 : Step 1. Raw data is first pre-filtered to minimize the impact of exceptional samples - the output is denoted as refined samples
	  Step 2. Preliminary estimation of the mean and standard deviation of the refined samples is derived
	  Step 3.A bunch of CDF curves corresponding to a value range centered around the mean and variance determined from step 2 is generated from which the mean and variance of the closest fit to the sample CDF is used
Note that in this paper, we take advantage of a widely available open source curve fitting toolbox to perform step 1 and 2 in Alt 2 jointly, where PDF curve is generated in the meantime for better visibility. For step 3, we used CDF curve to determine out of several values in proximity to the estimation of the mean and standard deviation generated in step 2 the most suitable among the fitted values. 
The mean and variance of the raw data are collected in Table A.1 in appendix. Examining the table, we could draw observations 1~2 regarding Alt 1.
[bookmark: _Toc68641007]With Alt 1, the ratio between standard deviation and mean value is 0.08 under the configuration of VR2-1, VR2-2 and VR2-6, while the ratio is around 0.13 under the configuration of VR2-5, when bit rate is 30Mbps.
[bookmark: _Toc68641008]With Alt 1, the ratio between standard deviation and mean value is 0.15 under the configuration of VR2-7, VR2-8, when bit rate is 45Mbps.
For the maximal packet size for truncated Gaussian distribution, we apply the 3 sigma principle which is widely acknowledged in the stats community. Specifically, the maximal value of the truncated Gaussian distribution  shall be derived according to the following formula,

where M and  are the mean and standard deviation values respectively.
Regarding whether to consider the minimum packet size, our understanding is that this is not a necessary variable. Only if error case of packet size <0 is generated, which is in essence highly unlikely to take place, we can re-generate the packet size by using the original distribution function.
With the standard/mean ratio derived in the previous observations as well as the 3 sigma principle, we could draw observation 3-5 regarding Alt 1.
[bookmark: _Toc68641009]With Alt1, the ratio between the maximal value and mean value is 1.24 under the configuration of VR2-1, VR2-2 and VR2-6, while the ratio is around 1.39 under the configuration of VR2-5, when bit rate is 30Mbps.
[bookmark: _Toc68641010]With Alt 1, the ratio between standard deviation and mean value is 1.45 under the configuration of VR2-7, VR2-8, when bit rate is 45Mbps.
[bookmark: _Ref68595227]Table 2 Summary of Standard Deviation and Max Packet Size Ratio w.r.t Mean
	Birate
	Configuration
	STD/Mean(Percent)
	Max Packet Size/Mean(Percent)

	30Mbps
	VR 2-1, VR2-2, VR2-6
	8
	124

	
	VR 2-5
	13
	139

	45Mbps
	VR2-7, VR 2-8
	15
	145


According to Table 2 which summarizes the observations 1-4, current working assumption could cover the 45Mbps cases with a modification of the max value from 1.5 to 1.45. However, for 30Mbps, the ratios derived need to be captured as well given both 30Mbps and 45Mbps are captured as options in the agreement regarding bitrate. On the other hand, the CDF curves of the packet size are generated to verify whether the ratios derived should lead to a good fit. We copied three figures among others from the appendix representing the different ratios under a corresponding configuration
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Figure. 1 VR 2-1 Fitting Results (30Mbps)
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Figure. 2 VR 2-5 Fitting Results (30Mbps) 
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Figure. 3 VR 2-8 Fitting Results (45Mbps)
From Fig. 1 - Fig. 3, one could observe that the Gaussian distribution is stretched to cover all the data samples including those at tail, due to which non-negligible bias could be observed in the CDF curves ranging from 5%-95%. 
[bookmark: _Toc68641011]Non-negligible bias could be observed between the CDF curves of the distribution and that of the data samples in the range of 5%-95%.
Summing up Observation 1-5, we could observe that
- A variety of additional standard or maximal vs mean value ratios need to be considered for different configuration/bitarate
-  Mis-fitting exists using the values derived using the raw data, i.e. Alt 1.
Alt 2 results could be arranged into two phases, phase 1 should include step 1 to step 2 process with the mean and variance estimation as output. Phase 2 should include the verification phase where a range of CDF curves are generated using different mean and variance values subject to the fine-tuning of the mean and variance values generated from phase 1.
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Figure. 4 VR 2-1 Mean and Variance Estimation Results - Phase 1 (30Mbps)
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Figure. 5 VR 2-5 Mean and Variance Estimation Results - Phase 1 (30Mbps)
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Figure. 6 VR 2-8 Mean and Variance Estimation Results - Phase 1(45Mbps)
Figure 4 - Figure 6 encapsulate the results from phase 1. A detailed explanation of the parameters 
The estimated function of Gaussian distribution is given as


The PDF distribution function of Gaussian distribution looks like

The association between the output parameters and the pdf function are as follows,
[bookmark: _GoBack]

Accordingly, the ratios could thus be collected as in Table 3 , based on which observation 6-7 are drawn.
[bookmark: _Ref68595357]Table 3 Summary of the Statistics Generated From Phase 1 Alternative 2


[bookmark: _Toc68641012]The ratio between standard deviation and mean value is ranging from 4.14% to 4.66% in Gaussian distribution of single eye packet size.  
[bookmark: _Toc68641013]The ratio between standard deviation and mean value is ranging from 2.27% to 3.14% in Gaussian distribution of double eyes packet size.
For phase 2 process, first step is to settle a range of the candidate ratio set. Given observation 6 and observation 7, for Gaussian distribution of single eye packet size, it is reasonable to determine the candidate ratio set as {0.02, 0.04, 0.06}. For Gaussian distribution of double eyes packet size, it is reasonable to determine the candidate ratio set as {0.01, 0.03, 0.05}. As a result, we attain the CDF fitting curves.
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Figure. 7 VR 2-1 Mean and Variance Estimation Results - Phase 2 (30Mbps)
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Figure. 8 VR 2-5 Mean and Variance Estimation Results - Phase 2 (30Mbps)
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Figure. 9 VR 2-8 Mean and Variance Estimation Results - Phase 2 (45Mbps)
From the above figures, for single and dual eye traffic modelling, we could observe the following
- For single eye packet size fitting, a reasonable setting of the standard deviation by mean results is 0.04. 
- For dual eye packet size fitting, a reasonable setting of the standard deviation by mean results is 0.03. 
-The CDF curve of the data sample ranging from 10% to 99% cases could be well fitted for 30Mbps bitrate
- The CDF curve of the data sample ranging from 20% to 99% cases could be well fitted for 45Mbps bitrate
[bookmark: _Toc68618182]Standard deviation and maximal packet size for DL video streaming traffic are determined as follows:
· [bookmark: _Toc68618183]Single eye packet size
[bookmark: _Toc68618184]	-	STD = 4% * mean, MAX = 112% * mean
· [bookmark: _Toc68618185]Dual eye packet size
[bookmark: _Toc68618186]	-	STD = 3% * mean, MAX = 109% * mean. 
[bookmark: _Toc68618187]Note: Minimum file size is not considered
Regarding the jittering effect, similar procedure could be done using Alt2. The jittering samples could be derived from the timing aspects of the CSV files available [2]. The field time_stamp_in_micro_s contains the fractions of a frame generated  in the render_timing. For example, 48 fractions are generated at different time_stamp_in_micro_s corresponding to each render_timing.  By definition, jittering values could be derived by substracting the time_stamp_in_micro_s of a representative fraction with the render_timing of a given packet. In our numerical evaluations, the subtraction is done using the last fraction in the frame. The output of the evaluation in Table 4 and figures in Appendix are somehow symmetric with respect to 0, implying this consideration is a reasonable setting in terms of jittering derivation. 
Table 4 Packet Information including Timing Aspects
	time_stamp_in_micro_s
	size
	user_id
	buffer
	delay
	render_timing
	number_in_unit
	last_in_unit
	type
	importance
	index

	24474
	1072
	0
	1
	0
	0
	2
	1
	1
	8
	15

	43807
	711
	0
	1
	0
	16667
	2
	1
	2
	7
	31


[bookmark: _Ref68013249]Table 5 Summary of VR2 Jitter Statistics
	
	Mean (ms)
	STD (ms)
	Range [ms, ms]

	VR2-1
	-1.358
	8.16
	[-25.0740, 18.2330]

	VR2-2
	4.231
	7.0279
	[-16.0640, 19.8290]

	VR2-5
	-4.149
	7.6014
	 [-29.2700, 21.0710]

	VR2-6
	6.697
	7.0095
	 [-18.0640, 22.1750]

	VR2-7
	1.955
	6.9989
	[-19.0440, 18.3690]

	VR2-8
	0.0489
	7.8489
	[-23.0550, 18.1960]



[bookmark: _Toc68641014]To attain jittering information as defined in the CSV files available from [2] , subtraction could be performed between the time_stamp_in_micro_s value of a representative, e..g, the last fraction to the corresponding rendering time.
[bookmark: _Toc68641015]The values in the WA do not comply with the numerical evaluations
[bookmark: _Toc68618188]Further discuss in RAN1 the jittering related information for DL video streaming including mean/variance/maximal value using the statistics as starting point.
[bookmark: _Toc68618189]Table 5 Summary of VR2 Jitter Statistics
	
	Mean (ms)
	STD (ms)
	Range [ms, ms]

	VR2-1
	-1.358
	8.16
	[-25.0740, 18.2330]

	VR2-2
	4.231
	7.0279
	[-16.0640, 19.8290]

	VR2-5
	-4.149
	7.6014
	 [-29.2700, 21.0710]

	VR2-6
	6.697
	7.0095
	 [-18.0640, 22.1750]

	VR2-7
	1.955
	6.9989
	[-19.0440, 18.3690]

	VR2-8
	0.0489
	7.8489
	[-23.0550, 18.1960]


[bookmark: _Toc68616703][bookmark: _Toc68618147][bookmark: _Toc68618190]Apart from the parameters for the statistical modelling of traffic, a remaining open issue is on per UE KPI definition. Firstly, the reliability for evaluation should consider at least the 99% as the reliability perspective due to explicit SA4 requirement [6]. 95 percent reliability requirement should be considered only if the 5QI discussion are finalized in terms of whether to introduce PER level differentiation.
[bookmark: _Toc68618191]Consider the reliability requirement as 99%, i.e. the baseline for per UE KPI is updated as 
[bookmark: _Toc68618192]			A UE is declared a satisfied UE if more than 99 (%) of packets are successfully transmitted within a given air interface PDB. 
In addition to the baseline, some KPIs were proposed in the agreements such as packet loss information, packet delay information and XR/CG source related information. However, the traffic model for single DL video stream have been settled and one packet is assumed to represent multiple IP packets corresponding to a single video frame for modelling/evaluation purposes. The packet loss rate can be obtained by the percentage of packets successfully transmitted which is used in current KPI definition. So there is no need to have a additional packet loss information factor since it is already included in the baseline. 
In simulation, the packets that are not successfully transmitted within the PDB will not be scheduled to prevent the impact on the transmission of subsequent packets. Hence, the packet delay of packets which are successfully transmitted will be less than PDB and the packets which are dropped due to failure to meet the PDB requirement shall not be even scheduled. Thus we doubt the necessity of this metric.
The XR/CG source related information may be worth considering in case of multiple streams resource collisions and scheduling. This could be reflected in a stream by stream KPI output.
[bookmark: _Toc68641016]Packet loss information and packet delay information cannot provide additional information.
[bookmark: _Toc68641017]If multiple data streams are adopted for DL traffic, the difference of XR/CG source related information may influence the scheduling/collision handling of the different streams 
[bookmark: _Toc31835][bookmark: _Toc68618193]When determining a XR/CG user is satisfied or not, the following factors are not considered. 
· [bookmark: _Toc11093][bookmark: _Toc68618194]Packet loss information
· [bookmark: _Toc1973][bookmark: _Toc68618195]Packet delay information

UL Traffic
For the UL traffic, the pose traffic was agreed as WA during RAN1#104-e as fixed packet size and periodic without jittering, which could be directly confirmed. 
[bookmark: _Toc68618196]Confirm the WA on UL traffic of 100Byte packet size, 4ms periodicity as well as 100ms PDB
What remains to be discussed is the setting of multiple streams as well as the potential jittering effect. For the multiple stream issues, our thinking is I/P frame based video streaming related issues shall be finalized in the first place. SA input also needs to be considered as elaborated in the following subsection. As for the jittering, considering this effect takes place in the video streaming use cases for a majority range of cases, we believe jitteting related parameters as well as the file size shall re-use those from DL as much as possible. With this consideration, we propose the following based on the DL related input in the previous subsection.
[bookmark: _Toc68618197]Standard deviation and maximal packet size for UL video streaming traffic are determined as follows:
· [bookmark: _Toc68618198]Single eye packet size
[bookmark: _Toc68618199]	-	STD = 4% * mean, MAX = 112% * mean
· [bookmark: _Toc68618200]Dual eye packet size
[bookmark: _Toc68618201]	-	STD = 3% * mean, MAX = 109% * mean. 
[bookmark: _Toc68618202]Note: Minimum file size is not considered

[bookmark: _Toc68618203]Further discuss in RAN1 the jittering related information for UL video streaming including mean/variance/maximal value using the statistics as starting point.
[bookmark: _Toc68618204]Table 5 Summary of VR2 Jitter Statistics
	
	Mean (ms)
	STD (ms)
	Range [ms, ms]

	VR2-1
	-1.358
	8.16
	[-25.0740, 18.2330]

	VR2-2
	4.231
	7.0279
	[-16.0640, 19.8290]

	VR2-5
	-4.149
	7.6014
	 [-29.2700, 21.0710]

	VR2-6
	6.697
	7.0095
	 [-18.0640, 22.1750]

	VR2-7
	1.955
	6.9989
	[-19.0440, 18.3690]

	VR2-8
	0.0489
	7.8489
	[-23.0550, 18.1960]



Considerations on Multiple Streams
During RAN1#104-e, RAN1 discussed whether current NG-RAN should support the 5QI values in [2] from SA2[5]. For this meeting, RAN1 is expected to provide feedback to the SA4 5QI values where downlink reliability requirement is more stringent. As elaborated in our contribution[5], we prefer SA first settled the 5QI values corresponding to different 5QI values, i.e. whether the differentiation lies in one or both of reliability and PDB. Guidance from SA will to a large extent facilitate RAN1 discussion on appropriate setting of 5QI values. 
[bookmark: _Toc68618205]It's expected from SA that the 5QI values shall be finalized before RAN1 could start the discussion regarding the differentiation of the multiple streams.
Regarding the number of streams to be evaluated, what should be discussed as first priority is the I/P frame modelling for video streaming use cases. SA4 elaborates in [6] two major intra-refresh models, about which different traffic models shall be developed. For the frame based intra refresh, the inter frame (either I frame or P frame) interval is set as 1/fps and jittering is applied on a frame basis. On the other hand, for the slice based intra refresh, the I/P frame are bundled together where jittering is applied on a slice basis. It's suggested RAN1 develops appropriate traffic model for the corresponding content rendering setting.
[bookmark: _Toc68641018]Frame based and slice based intra refreshing have an impact on the traffic model aspects such as jittering modelling and inter frame arrival time. 
[bookmark: _Toc29400][bookmark: _Toc29089][bookmark: _Toc525][bookmark: _Toc82]Conclusion
According to the discussion above, we prefer to discuss/adopt the following observations/proposals:
Observation 1:	With Alt 1, the ratio between standard deviation and mean value is 0.08 under the configuration of VR2-1, VR2-2 and VR2-6, while the ratio is around 0.13 under the configuration of VR2-5, when bit rate is 30Mbps.
Observation 2:	With Alt 1, the ratio between standard deviation and mean value is 0.15 under the configuration of VR2-7, VR2-8, when bit rate is 45Mbps.
Observation 3:	With Alt1, the ratio between the maximal value and mean value is 1.24 under the configuration of VR2-1, VR2-2 and VR2-6, while the ratio is around 1.39 under the configuration of VR2-5, when bit rate is 30Mbps.
Observation 4:	With Alt 1, the ratio between standard deviation and mean value is 1.45 under the configuration of VR2-7, VR2-8, when bit rate is 45Mbps.
Observation 5:	Non-negligible bias could be observed between the CDF curves of the distribution and that of the data samples in the range of 5%-95%.
Observation 6:	The ratio between standard deviation and mean value is ranging from 4.14% to 4.66% in Gaussian distribution of single eye packet size.
Observation 7:	The ratio between standard deviation and mean value is ranging from 2.27% to 3.14% in Gaussian distribution of double eyes packet size.
Observation 8:	To attain jittering information as defined in the CSV files available from [2] , subtraction could be performed between the time_stamp_in_micro_s value of a representative, e..g, the last fraction to the corresponding rendering time.
Observation 9:	The values in the WA do not comply with the numerical evaluations
Observation 10:	Packet loss information and packet delay information cannot provide additional information.
Observation 11:	If multiple data streams are adopted for DL traffic, the difference of XR/CG source related information may influence the scheduling/collision handling of the different streams
Observation 12:	Frame based and slice based intra refreshing have an impact on the traffic model aspects such as jittering modelling and inter frame arrival time.

Proposal 1:	Standard deviation and maximal packet size for DL video streaming traffic are determined as follows:
	Single eye packet size
-	STD = 4% * mean, MAX = 112% * mean
	Dual eye packet size
-	STD = 3% * mean, MAX = 109% * mean.
Note: Minimum file size is not considered
Proposal 2:	Further discuss in RAN1 the jittering related information for DL video streaming including mean/variance/maximal value using the statistics as starting point.
Table 5 Summary of VR2 Jitter Statistics
	
	Mean (ms)
	STD (ms)
	Range [ms, ms]

	VR2-1
	-1.358
	8.16
	[-25.0740, 18.2330]

	VR2-2
	4.231
	7.0279
	[-16.0640, 19.8290]

	VR2-5
	-4.149
	7.6014
	 [-29.2700, 21.0710]

	VR2-6
	6.697
	7.0095
	 [-18.0640, 22.1750]

	VR2-7
	1.955
	6.9989
	[-19.0440, 18.3690]

	VR2-8
	0.0489
	7.8489
	[-23.0550, 18.1960]



Proposal 3:	Consider the reliability requirement as 95%, i.e. the baseline for per UE KPI is updated as
A UE is declared a satisfied UE if more than 99 (%) of packets are successfully transmitted within a given air interface PDB.
Proposal 4:	When determining a XR/CG user is satisfied or not, the following factors are not considered.
	Packet loss information
	Packet delay information
Proposal 5:	Confirm the WA on UL traffic of 100Byte packet size, 4ms periodicity as well as 100ms PDB
Proposal 6:	Standard deviation and maximal packet size for UL video streaming traffic are determined as follows:
	Single eye packet size
-	STD = 4% * mean, MAX = 112% * mean
	Dual eye packet size
-	STD = 3% * mean, MAX = 109% * mean.
Note: Minimum file size is not considered
Proposal 7:	Further discuss in RAN1 the jittering related information for UL video streaming including mean/variance/maximal value using the statistics as starting point.
Table 5 Summary of VR2 Jitter Statistics
	
	Mean (ms)
	STD (ms)
	Range [ms, ms]

	VR2-1
	-1.358
	8.16
	[-25.0740, 18.2330]

	VR2-2
	4.231
	7.0279
	[-16.0640, 19.8290]

	VR2-5
	-4.149
	7.6014
	 [-29.2700, 21.0710]

	VR2-6
	6.697
	7.0095
	 [-18.0640, 22.1750]

	VR2-7
	1.955
	6.9989
	[-19.0440, 18.3690]

	VR2-8
	0.0489
	7.8489
	[-23.0550, 18.1960]



Proposal 8:	It's expected from SA that the 5QI values shall be finalized before RAN1 could start the discussion regarding the differentiation of the multiple streams.
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Appendix
A. File size
Table.A 1 The Sample Stats of the File Size Information



	[image: ]a) Left Eye Fitting
	[image: ]b) Right Eye Fitting 
	[image: ]
c) Dual Eye Fitting


Figure. A.1 VR 2-2 Fitting Results (30Mbps)
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Figure. A.2 VR 2-6 Fitting Results (30Mbps) 
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Figure. A.3 VR 2-7 Fitting Results (45Mbps)


	[image: ]
a) Left Eye Fitting
	[image: ]
b) Right Eye Fitting 
	[image: ]c) Dual Eye Fitting


Figure. A.4 VR 2-2 Fitting Results (30Mbps)
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Figure. A.5 VR 2-6 Fitting Results (30Mbps)
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Figure. A.6 VR 2-7 Fitting Results (45Mbps)
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Figure. A.7 VR 2-2 Mean and Variance Estimation Results - Phase 2 (30Mbps)
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Figure. A.8 VR 2-6 Mean and Variance Estimation Results - Phase 2 (30Mbps)
	[image: ]a) Left Eye Fitting
	[image: ]
b) Right Eye Fitting 
	[image: ]c) Dual Eye Fitting


Figure. A.9 VR 2-7 Mean and Variance Estimation Results - Phase 2 (45Mbps)
B. Jitter
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Figure B.1 VR2-1 Jitter distribution
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Figure B.2 VR2-2 Jitter distribution
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Figure B.3 VR2-5 Jitter distribution
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Figure B.4 VR2-6 Jitter distribution
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Figure B.5 VR2-7 Jitter distribution
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Figure B.6 VR2-8 Jitter distribution
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VR2 - 1  8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR  with window 200ms, buffer sent at same time, 1500 byte max packet size   
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VR2 - 8  8 slices per eye buffer, 1 slice per frame is intra coded, 45Mbit/s capped VBR  with window 200ms, buffer sent at same time, unlimited packet size   
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